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Introduction & Généralités
Définitions

• Un concept, pas une chose concrète

Nous ne connaissons pas sa nature foncière, nous la
connaissons par ce qu’elle nous permet de faire :

Etablir des associations appropriées entre les
évènements, tirer correctement les conséquences de
prémisses, résoudre des problèmes, s’adapter à des
situations inédites…
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Définitions courantes de l’intelligence :

- Faculté de connaître, de comprendre

- Faculté (d’un être vivant) à s'adapter à des situations
nouvelles, à découvrir des solutions aux difficultés qu’il
rencontre
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Jean Piaget (1896-1980) : l’intelligence, ce n'est pas ce que 
l'on sait mais ce que l'on fait quand on ne sait pas 

Cyril Burt (1883-1971) : une aptitude cognitive générale innée

David  Wechsler (1896-1981) : L’intelligence est la capacité 
globale et complexe de l’individu d’agir dans un but 
déterminé, de penser de manière rationnelle et d’avoir des 
rapports utiles avec son milieu

Alfred Binet (1857-1911) : c'est ce que mesure mon test !

Howard Gardner (1943- ) : l’intelligence, en générale, est la 
faculté de résoudre des problèmes ou de produire des biens 
ayant de la valeur pour une culture ou un groupe défini. Il 
existe huit formes indépendantes d’intelligences. 
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Quelles tâches requièrent une activité 
mentale dite intelligente ?

– Activité cognitive lente, délibérée, 
contrôlée, qui requiert un effort

• Jouer aux échecs, résoudre un problème de 
mathématiques ou de logique… organiser une 
argumentation, trouver un compromis 
astucieux dans une discussion…
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Typiquement, on s’intéresse :

- Au raisonnement
- Aux compétences verbales
- À l’orientation dans l’espace
- Au jugement

Quelles tâches requièrent une activité 
mentale dite intelligente ?
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Quelles tâches requièrent une activité 
mentale dite intelligente ?

1. Introduction & Généralités
Qu’est-ce que l’intelligence ?

La réponse à cette question ne va pas de soi !

Par exemple, pour certaines activités complexes, il 
semble exister des cas où une décision prise sur la 
base d’une délibération consciente est « moins 
intelligente » qu’une décision rapide, sans délibération.



Quelles tâches requièrent une activité 
mentale dite intelligente ?
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All participants read information about four
hypothetical cars. Depending on the condition,
each car was characterized by 4 attributes
(simple) or by 12 attributes (complex). The
attributes were either positive or negative.
One car was characterized by 75% positive
attributes, two by 50% positive attributes,
and one by 25% positive attributes.

After reading the information about the four
cars, participants were assigned either to a
conscious thought condition or to an
unconscious thought condition. In the
conscious thought condition, participants
were asked to think about the cars for 4 min
before they chose their favorite car. In the
unconscious thought condition, participants
were distracted for 4 min (they solved
anagrams) and were told that after the period
of distraction they would be asked to choose
the best car.
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• La réponse à cette question ne va pas de soi !

Quelle est la nature de l’intelligence ?
Intelligence et Perception/Action
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Traitement automatique, non contrôlé, 
rapide, de « bas niveau »

Même si on le veut on ne peut pas ne pas 

reconnaître



Traitement lent, délibéré, contrôlé, 
de « haut niveau »



Deep Blue / Garry Kasparov

mai 1997



mars 2016

Alphago/ Lee Sedol





La réponse à cette question ne va pas de soi !

Pourquoi est-il beaucoup plus facile de concevoir et de 
fabriquer un système artificiel qui bat le champion du monde 
d’échec ou de jeu de go qu’un système artificiel ayant des 
capacités perceptives ou motrices élémentaires pour un être 
humain ?

Quelle est la nature de l’intelligence ?
Intelligence et Perception/Action
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• Nous prenons quotidiennement un grand 
nombre de décisions

• Conséquences : anodines, importantes

• Comment une action ou une réponse donnée 
est-elle sélectionnée parmi plusieurs 
alternatives ?

Quelle est la nature de l’intelligence ?
Intelligence et Action
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- Etres rationnels
- Balance bénéfices/coûts

- biais de raisonnement 
-illusions cognitives

vs

Selon le contexte, l’état 
émotionnel…

Quelle est la nature de l’intelligence ?
Intelligence et Action
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Un système artificiel peut-il 
(pourrait-il) être intelligent ?

Par exemple, Deep blue est-il intelligent ?
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La coupe du monde des robots

Objectif : avoir une équipe de robots pouvant 
battre une équipe humaine de football en 2050

https://www.phonandroid.com/france-remporte-coupe-monde-foot-robots.html

http://http://www.youtube.com/watch?v=3rnnjXa5A18

www.vincentabry.com/robocup-la-coupe-du-monde-des-robots-657
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http://www.vincentabry.com/robocup-la-coupe-du-monde-des-robots-657
http://www.vincentabry.com/robocup-la-coupe-du-monde-des-robots-657






2. Y a-t-il une intelligence 
animale ?
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• L’esprit des humains et celui des autres 
animaux est le résultat d’une longue 
histoire évolutive
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Le cheval « Hans le malin » était-il intelligent?

– Il était capable de répondre correctement à des 
questions en tapant du sabot
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Le cheval « Hans le malin » a surpris les zoologistes des années 1900. 
Il semblait savoir compter, épeler et comprendre l’allemand. 
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Hans le malin en représentation
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Hans était-il intelligent ?
Les performances de Hans furent étudiée par Oskar Pfungst, d'une 
manière expérimentale. Les tests suivants furent effectués :

- Isoler Hans et l'interrogateur de tout spectateur, pour 
éviter tout indice extérieur ; 

- Utiliser d'autres interrogateurs que le maître de Hans ; 
- A l'aide d’œillères, faire en sorte que Hans ne voie pas 
l'interrogateur ; 
- Poser des questions dont l'interrogateur ignorait les réponses. 

Constatations :
Le cheval répondait correctement, quelle que soit la personne 

qui posait la question. 
Il ne répondait pas correctement : 

- quand la personne était hors de son champ de vision ; 
- quand la personne ignorait elle-même la réponse à la 
question. 
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• De minuscules mouvements du visage des 
observateurs trahissaient la réponse correcte
– le cheval réagissait comme à un stimulus à ces 

petits mouvements musculaires

Hans était-il intelligent ?
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• Lorsque se pose la question de savoir si une 
performance comportementale nécessite « de 
l’intelligence » :
– Vérifier que le comportement par lequel s’exprime 

l’intelligence… pas instinctif ni engendré par un 
comportement inné ou un conditionnement
• Action vs Réaction
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Les rats sont-ils intelligents ?

Tolman, E. C., & Honzik, C. H. (1930a). Degrees of hunger, reward and non-reward, 
and maze learning in rats. University of California Publi- Publications in Psychology, 
4(16), 241–256.

Tolman, E. C. (1948).  Cognitive Maps in Rats and Men, Psychological Review 55: 189-
208.
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Expérience de 
Tolman et Honzik
(1930)

1. Les rats explorent 
le labyrinthe

2. Ils sont répartis 
en 2 groupes

1. Introduction & Généralités
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Expérience de 
Tolman et Honzik
(1930a)

Pour s’orienter, 
les rats 
«utilisent» une 
carte mentale 
(cognitive map)



Expérience de Tolman et Honzik (1930b)
L’apprentissage latent
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Les chimpanzés sont-ils intelligents ?



• Chimpanzés de Koelher 
(1914)

– Pas de conditionnement 
ni d’entraînement par 
essai-erreur

– Ils sont capables 
d’empiler des boîtes 
pour atteindre un 
objectif



Les corbeaux sont-ils intelligents ?

Bugnyar T, Heinrich, B. (2006). Pilfering ravens, Corvus corax, adjust their behaviour 
to social context and identity of competitors. Animal Cognition. 9:369–376
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Dessin: Jen Christiansen Dessin: Jen Christiansen 

Réalise la séquence précise après 
inspection

Tâche moins logique : abandonne 
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Bibliographie: - Cerveau & Psycho n°23,  p84-89 

Les corbeaux attribuent des intentions à autrui

Ils ont une théorie de l’esprit

Essaie d’éloigner celui qui « sait » (lui prête 
une intention). Ne prête aucune attention à 
l’autre
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Tout dépend de la définition donnée…

Certains animaux sont-ils intelligents ?
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3. La mesure de l'intelligence (chez 
l’homme)

Historique
l Double origine

-Scientifique : rendre compte des différences entre les 
individus (Francis Galton, Lewis Terman) 

-Sociale : école obligatoire º difficultés 
d'apprentissage º nécessité de dépister les enfants en 
difficulté (Binet)
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Francis Galton (1822-1911)

Fasciné par la quantification
va jusqu’à élaborer des 
méthodes pour mesurer la 
beauté des femmes 
britanniques, la modération, 
l’ennui, les effets de la prière…
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Chargé de mission par le ministre 
de l’Education

Buts: 
- Identifier et quantifier les 
retards de développement 
(d’origine environnementale selon 
lui) afin de mettre en place des 
remédiations
- Repérer les enfants pauvres mais 
« intelligents » afin de leur délivrer 
des bourses d’étude

Alfred Binet (1857-1911): 
prédire la réussite scolaire

Contexte historique: loi sur 
l’enseignement obligatoire
(1882)



Historique
Binet

Age mental = âge auquel des problèmes sont résolus par la
moyenne des enfants d'une classe d'âge

Enfant de 4 ans qui réussit les épreuves de 6 ans : AM = 6 ans

Dans le Binet-Simon, items tels que :
« Montre-moi ton nez » (3 ans)
« Compte de 20 à 0 » (8 ans)
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Historique
Binet

Problème: le même retard n’a pas la même valeur 
en fonction de l’âge réel 

3 ans : retard de 2 ans ® AM=1 an
16 ans: retard de 2 ans ® AM=14 ans
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Historique

William Stern (1871-1938) : introduit la 
notion de quotient intellectuel (QI)

- Etudiant d’Ebbinghaus
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Historique
William Stern

QI = (AM/AC) x 100

- Si pas de décalage entre AM et AC Æ QI =100
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Historique
William Stern

Q.I.  =
âge mental

âge chronologique
X 100  

Ex. :
8 ans
10 ans

x 100   =  80        Q.I.  de  80                

12 ans
10 ans

x 100  =  120         Q.I.  de  120 
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Historique 
William Stern

Problème

- le même QI renvoie à des positions 
différentes/classe d’âge

QI 120: AC 5 ans   ® AM 6 ans (QI=120)
QI 120: AC 10 ans ® AM 12 ans (QI=120)

- le calcul de l’âge mental n’est pas pertinent pour
les adultes
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Historique 
David Wechsler (1896-1981) 

Il résout le problème des variations de scores selon l'âge

Psychologue dans l’armée américaine à partir de 
1917

Il travaille en collaboration avec le psychologue 
Charles Spearman et le mathématicien Karl Pearson
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Historique
Wechsler

• Il rejette la notion d’âge de référence

• Le QI, pour Wechsler, c’est le rang auquel se situe le 
résultat d'un individu à un test donné (relativement 
aux résultats des autres)  

- Utilisation abusive de la notion de QI
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• 3 versions de l’échelle de Wechsler :

– WISC ‘Wechsler Intelligence Scale for 
Children’ étalonnée entre 6 et 16 ans - 1949

– WAIS ‘Wechsler Adult Intelligence Scale’: 
étalonnée entre 16 et 79 ans - 1955

– WPPI ‘Wechsler Preschool and Primary school 
scale of Intelligence (3-7ans) - 1967

Historique
Wechsler
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Exemples de questions à la WAIS

VERBAL

Information générale
Quelle est la date de Noël?
Qu’est-ce qu’une cerise?
Qu’est-ce que le Coran?

Similitudes
Dans quel sens la laine et la soie se ressemblent ?
En quoi un cube et un cylindre se ressemblent ?



Exemples de questions à la WAIS

VERBAL

Vocabulaire
Donner la signification « d’émulation »
Que veut dire « denrée » ?

Compréhension
Pourquoi les gens souscrivent-ils une assurance contre le 
feu?

Mémoire des chiffres
Ecoutez attentivement et, lorsque j’ai fini répétez 
les chiffres (séries dans l’ordre et en commençant 
par le dernier)
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La signification du QI (depuis Wechsler)
Répartition dans la population
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l QI de 100 = médiane des scores
Ecart type = 15 points

l Démarche statistique (utilisation de la loi normale)
Ê performances comparables quel que soit l'âge

Les tests d’intelligence de Wechsler
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La signification du QI

%

the additional cohorts included in our data strongly indicate that
it is in fact a reversal.
The analysis is made possible by the comprehensive coverage

of administrative data for the native-born population. This en-
ables us to precisely identify family relationships, birth order, and
siblings without ability scores from military conscription testing.
Precise controls of birth order are necessary for estimation of
within-family trends, as prior research shows that IQ relates in-
versely to sibling order (12–14). Ignoring birth order would

induce omitted-variable bias with the order effect falsely attrib-
uted to later birth years, in turn causing negative bias in trend
estimates. Information on unscored individuals is required to
correct for changes in selection into ability testing over time,
which otherwise will bias trend estimates.

Results
The research question is whether within-family variation can
recover the population Flynn trend apparent across families.

Table 1. Overview of hypothesized causes for positive and negative Flynn effects

Would generate within-family Flynn effects Would not generate within-family Flynn effects

Type of cause Positive Flynn effect Negative Flynn effect Positive Flynn effect Negative Flynn effect

Genetic Immigration (2.93/2.19) The low intelligent have
more children (genetic
effect) (5.60/6.60)

Genetic changes (2.21/2.18) Migration (4.74/5.07)
Environmental Better health (6.94/7.24) Migration (4.74/5.07) More-educated parents

(5.72/5.41)
The low intelligent have

more children (socialization
effect) (4.73/3.93)Longer education for

more people (6.88/8.12)
Decline in educational

values (4.72/4.63)
Smaller families (4.83/5.76)

Better nutrition (6.79/7.06) Worse education and
school systems (4.59/4.38)

Better education and
school systems (6.46/7.41)

TV and media (4.00/3.44)

Rising standards of
living (6.34/6.47)

Worse education in
families (3.93/3.53)

Better education in
families (5.81/6.56)

Worse nutrition (2.88/1.94)

More-educated parents (5.72/5.41) Worse health (2.82/1.88)
More test experience (5.61/5.00)
More-intelligent social

environment (5.41/5.29)
Computers (etc. as smart phones)

(4.95/4.76)
TV and media (4.44/4.88)

Causes are collected from the expert ratings in Rindermann et al. (7) and are classified by whether or not they support within-family effects. Figures in
parentheses are average scores assigned by intelligence researchers (all experts/Flynn experts) to each cause. Scores are given on a 1–9 scale from 72 in-
telligence researchers (item response counts in 61–72 range for the positive trend items and 54–59 for the negative trend items) and 17 Flynn experts (item
response counts in range 16–17 for positive trend items, 15–16 for negative trend items). Italicized items reflect uncertain classifications: Migration could have
both a direct effect and a social spillover effect—the relative weighting of these reflected in the overall scoring is unknown and both variants are shown with
the same scores; the bulk—but not all—of the variation in parental education will be fixed across siblings.

99
10

0
10

1
10

2
10

3
IQ

 s
co

re

1960 1970 1980 1990
Birth year

A. Trends in cohort IQ

0
.0

1
.0

2
.0

3
D

en
si

ty

60 80 100 120 140
IQ score

B. IQ distributionA B

Fig. 1. Average IQ score by birth year (A) and distribution of IQ scores (B). IQ scores are computed from stanine scores (s) using the conversion IQ = 100 +
7.5 × (s − 5). In A, the shaded region depicts 95% confidence intervals around the cohort mean score. n = 736,808.

Bratsberg and Rogeberg PNAS | June 26, 2018 | vol. 115 | no. 26 | 6675

PS
YC

HO
LO

G
IC
A
L
A
N
D

CO
G
N
IT
IV
E
SC

IE
N
CE

S

D
ow

nl
oa

de
d 

by
 g

ue
st

 o
n 

Fe
br

ua
ry

 1
8,

 2
02

1 

Distribution des scores de QI

Scores de QI



1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence

La signification du QI



1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence

La signification du QI



1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence



Les différents tests
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- Intelligence verbale et non verbale
Échelle composite: sous-tests verbaux et non verbaux 

(performances)

Les tests d’intelligence de Wechsler
Le WISC
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- Analyse intra-test: forces et faiblesses du sujet

- Importance du comportement pendant l'épreuve

- Mise à jour régulières (WISC III – WISC IV)



Calcul de 6 indices
- QI verbal et QI non verbal (performances)
- QI total : si QI verbal » QI non verbal (différence<12)

Les tests d’intelligence de Wechsler
Le WISC III
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- Indice de compréhension verbale
- Indice d’organisation perceptive
- Indice de vitesse de traitement

Synthèse des aptitudes du sujet
- Points forts et points faibles du sujet
- Formulation d’hypothèses





Axel S. (9ans ½ , CM1).  Niveau intellectuel : WISC-III
QI verbal (103) > QI non verbal (78): Différence significative de 25 points

Taches verbales hétérogènes (QI 103; percentile 58%)
– Vocabulaire (14): Bon niveau en expression orale
– Compréhension (15) : Bonne adaptation sociale
– (Mémoire des chiffres (11)): Assez bonne mémoire auditive
– Similitudes (9): Faibles capacités d’abstraction
– Informations (7): Faiblesse des connaissances scolaires
– Arithmétique (8): Faiblesse des connaissances scolaires

Taches non verbales hétérogènes (QI 78; percentile 7%)
– (Symboles (10)): Assez bonne discrimination des détails
– Complètement d’images (9): Faible niveau
– Arrangement d’images (8): Défaut d’organisation temporelle
– (Labyrinthes (7)): Lenteur, impulsivité du geste
– Codes (6): Lenteur pénalisante (aucune erreur)
– Assemblage d’objets (6): Défaut d’organisation spatiale
– Cubes (5): Déficit visuo-spatial, difficulté pour passer de 2D à 3D.

.





Progressive Matrices Raven

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence



1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence

Progressive Matrices Raven



Exemple de problème

Test des Cubes de Kohs



Exemples de questions tirées 
du SAT (Scholastic Aptitude 

Test )



Exemples de question tirée du SAT

VERBAL

Choisissez le mot ou l’expression qui est le (la) plus 
proche de la signification opposée à celle du mot en 
majuscule.

FLETRIR :

(A) empêcher (B) évacuer (C) exposer

(D) renaître (E) enfoncer



93 %  de réponses correctes - D



Exemple de question tirée du SAT



10 %  de réponses correctes - D



L’effet Flynn

• Augmentation régulière du QI sur plusieurs 
générations (Flynn, 1984 ; 1987)

– 1/3 de point de QI par année pour les 
américains, retrouvé dans les autres pays 
occidentaux… ceci est valable pour les divers 
tests

1. Introduction & Généralités
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4. L’effet FlynnFlynn, J. R. (1987). Massive IQ gains in 14 nations: What IQ 

tests really measure. Psychological Bulletin, 101(2), 171–191.



- Nécessité de re-étalonner les tests régulièrement
- Si on gardait le même étalonnage, les mêmes enfants 
surefficients il y a 100 ans seraient dans la moyenne de 
nos jours (écart de 30 points). 
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Explication de l’effet Flynn

• Interprétation sujette à controverse

– peut traduire une augmentation du niveau 
intellectuel correspondant à l'évolution de la 
société

– peut aussi bien être expliqué par certains biais 
méthodologiques
• interprétations pas exclusives



• Conjonction de facteurs
– meilleure alimentation 
– allongement et généralisation de la 

scolarité 
– parents accordent plus précocement de 

l'attention à leur enfant 
– Baisse du nombre d’enfants par famille
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• Problème
– les gains apparaissent là où on s’y attend 

le moins : dans les tests qui minimisent 
l’apport culturel (matrices de Raven, 
cubes de Kohs )

– les tests les plus liés aux matières 
scolaires connaissent les plus faibles 
progressions 
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Summary of Key Findings

Our analyses reveal eight key results that we believe 
are central for an appraisal of the specific proposed 
explanations for the Flynn effect. These key results are 
summarized across the top of Table 2 and detailed below.

First and foremost, we note that this first formal meta-
analysis of the Flynn effect provides strong evidence for 
continuous global generational IQ test score gains in the 
general population over the past century. Annual changes 
across all studies and domains ranged from −0.76 to 1.98 
IQ points. Visual distributional inspection of these 
changes suggested that annual changes were overwhelm-
ingly positive (90%, 87%, 93%, and 100% of changes were 
directionally positive for full-scale, crystallized, fluid, and 
spatial IQ, respectively; see Figure 2; IQ test score 
changes for all available domains in each investigated 
country are summarized in Table S2 in the Supplemental 
Material). When taken together, gains of about two stan-
dard deviations from 1909 to 2013 or 0.28 IQ points 
annually (or 2.8 points per decade) were observed (Fig. 
1). This global gain estimate corresponds closely to pre-
vious estimates of general intelligence test score changes 
of about 2.50 (Storfer, 1990, p. 111) and up to 3.00 IQ 
points per decade (Flynn, 1987, 2009b).

Changes of gains appeared to be remarkably closely 
associated with historical events across all investigated 
intelligence domains. Gains were stronger between 
World Wars I and II but showed a marked decrease dur-
ing the World War II years (about 0.72 vs. 0.21 IQ points 
annually; see upper third of Table S3 in the Supplemental 
Material). This observation is consistent with previous 

studies reporting larger gains between World War I and 
World War II (e.g., Lynn, 2009a, 2009b). Following the 
1940s, full-scale IQ test score gains increased and then 
remained rather stable until the 1970s but were subse-
quently decreasing again. A virtually identical pattern 
was observed for crystallized and fluid IQ gains (Table 
S3). These observations may reflect influences of poor 
nutrition and marked environmental stress experienced 
by the general population in regions that were most 
affected by the world wars, although we did not test this 
directly. In the below summary of our eight key findings, 
we discuss first differences in the strength of gains 
between IQ domains, then IQ trajectories over time, and 
finally influences of moderator variables (the first five 
findings are illustrated by Figure 1 but also have support 
in the Supplemental Material).

1. Substantial gains for fluid IQ

Gains amounted to 0.41 IQ points per year from 1924 to 
2013 (lower third of Table S3). Joinpoint regression1 
yielded five segments (each segment corresponds to a 
specific time span), indicating substantial gains in all seg-
ments. The strongest gains were observed in the first seg-
ment, amounting to 0.93 IQ points per year from 1924 to 
1935. Subsequently, weaker gains of 0.58 IQ points until 
1938 and 0.20 points until 1952 were observed. Yearly 
gains increased to 0.43 IQ points until 1985 and showed 
gains of 0.22 points until 2013.

2. Substantial gains for crystallized IQ

Annual gains for crystallized IQ were somewhat weaker 
than for full-scale IQ, amounting to 0.21 IQ points from 
1912 to 2011 (second third of Table S3). Joinpoint regres-
sion analysis again yielded five segments, indicating 
rather strong gains in the first segment but leveling off 
from 1937 to 1948 (0.26 and 0.04 IQ points annually). 
Subsequently, gains proceeded at 0.36 IQ points annually 
until 1962 and then resumed at a rate of 0.30 IQ points 
until 1987. It is interesting to note that this analysis shows 
that gains in crystallized IQ virtually ceased in the last 
segment (1987–2011), yielding changes of only 0.04 IQ 
points per year.

3. Stronger gains for fluid than 
crystallized IQ

Gains appeared to be differentiated with respect to 
intelligence domain. Annual gains in fluid IQ were sub-
stantially stronger than those in crystallized IQ (4.1 vs. 
2.1 IQ points per decade, respectively). In contrast to 
crystallized and full-scale IQ, gains remained substantial 
for fluid IQ in each segment, yielding gains of at least 
0.20 IQ points annually across the whole study period.

Fig. 1. Domain-specific IQ gain trajectories for 1909–2013. Changes 
are based on weighted average annual IQ changes in all available data.
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Early in the 20th century, the first widely used standard-
ized psychometric intelligence measures were devel-
oped (Binet & Simon, 1905, 1908), and the IQ metric as 
an estimate of cognitive abilities was introduced (Stern, 
1912; Terman, 1921). Although IQ tests were originally 
intended as a means to identify children in need of spe-
cial education (Binet & Simon, 1905), further uses for IQ 
tests were rapidly discovered. Among other uses, IQ 
tests quickly became common in academic contexts 
(e.g., as a decision criterion for college acceptance), to 
identify leadership personalities for the military, or for 
personnel selection (e.g., Brooks, 1922). Nowadays, 
even eligibility for subsidized special education place-
ments of children (Ceci & Kanaya, 2010; Kanaya & Ceci, 
2007) or potential sentencing to capital punishment in 
court (Flynn, 1999, 2009a) may in some countries depend 
on IQ test results. Moreover, IQ has been shown to cor-
relate not only with various measures of performance 
and job success, but also with phenomena seemingly 
unrelated to mental capacity, for example, health and 
longevity (Deary, 2009).

From early on, researchers were concerned about the 
meaning of expected and actual changes in test scores 
within the population (Cattell, 1937). Through the middle 
of the century, rising scores were noticed but were mainly 
attributed to statistical artifacts or sampling error instead 
of being interpreted as genuine changes in population 
test scores (Merrill, 1938; Tuddenham, 1948). Schaie and 
Strother (1968) were the first researchers to interpret IQ 
score changes as cohort effects. However, the first system-
atic description of national and international IQ change 
patterns did not appear until the 1980s (Flynn, 1984, 
1987). These studies invariably showed increases over 
time in test performance on IQ tests and engaged the 
attention of many researchers. Since then, generational IQ 
test score changes within the general population have 
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• Suggestion
– l'exposition intensive des très jeunes aux 

nouvelles techniques de l‘information et de la 
communication est un facteur-clé de l'effet 
Flynn 
• augmentation associée de la capacité à 

identifier visuellement et à manipuler 
mentalement des objets
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• Au Danemark 
– les 25000 recrues (pour le service militaire) de 1999 ont 

eu des meilleurs scores que les 33000 de 1988 (2 pts de 
QI en plus en moyenne)

– En revanche, les 23000 recrues de 2004 ont eu des 
performances similaires à celles des recrues de 1988

TEASDALE, T., OWEN, D. (2008). Secular declines in cognitive test scores: A 
reversal of the Flynn Effect. Intelligence, 36(2), 121-126.
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The results of the FrenchWAIS III (1999) and the FrenchWAIS IV (2008–9) are compared based on a sample of 79
subjects aged between 30 years and 63 years who took both tests in 2008–2009. It is shown that between 1999
and 2008–9 the French Full Scale IQ declined by 3.8 points.
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1. Introduction

Numerous studies have shown that intelligence increased during
much of the twentieth century. These IQ increases were first reported
in the United States by Runquist (1936) and were confirmed by Smith
(1942) and Tuddenham (1948), and were subsequently reported by
Cattell (1951) in England and in many other countries summarized in
Lynn (2013). The phenomenon has been designated the Flynn Effect
after the work documenting it by Flynn (1984, 1987, 2012).

From themid-1970s there has been conflicting evidence onwhether
these increases in IQ have been continuing or whether they have gone
into reverse. Continuing increases have been reported in the United
States and Britain. These can be seen in Table 1.

Contrary to these results, studiesfinding that IQs have declined in re-
cent decades have been reported in Norway, Denmark, Australia,
Britain, the Netherlands, Sweden and Finland. These can be seen in
Table 2.

It is evident that there have been conflicting results on the trend of
intelligence in recent decades in different countries and even in the
same countries, in the case of Britain (we will look, later, at possible
reasons for the decline). To provide further evidence on this issue we
present data on the trend of the IQ in France from 1999 and 2008–9.

2. Method

TheWechsler Adult Intelligence Scale III (WAIS III)was standardized
in France in 1999 (Wechsler, 2000) and theWechsler Adult Intelligence

Scale IV (WAIS IV) was standardized in France in 2008–9 (Wechsler,
2011). The two tests were administered to 79 subjects (a separate sam-
ple from the 876 subjects who composed the broader French WAIS IV)
whowere aged between 30 years and 63 years (mean age 45 years), ap-
proximately half of whom took theWAIS IV first and half took theWAIS
III first, in order to control for practice effects (Wechsler, 2011).1 The
time between the administration of the two tests varied from between
6 and 76 days, with an average of 27 days' gap. The manual does not
state whether there were significant differences in the test spacing be-
tween the two groups. However, the sample of 79was a means of com-
paring the norms yielded by the two standardized samples. As such, if
there were significant differences in test spacing between the two
groups this would substantially undermine the purpose of administer-
ing the tests in this way. So, we can reasonably assume that there are
not, as no competent administratorwould allow this to happen.Howev-
er, it is appreciated that this problem is a possibility, albeit an unlikely
one.

3. Results

Table 3 gives the scaled score means and standard deviations for the
seven verbal subtests and five performance subtests in theWAIS III and
theWAIS IV (these are the subtests that are in both the tests). The scaled
score means are obtained by transforming the raw score means to a
scale with amean of 10 and standard deviation of 3. The columnheaded
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1 The exactwording in themanual is: ‘TheWAIS-IV and theWAIS-III were administered
in counterbalanced order to 79 subjects aged from30 to 63years (mean, 45 years)with a 6
to 76 days interval (mean, 27 days) between the two tests' administration’ (Wechsler,
2011, p.62). All translations from French are by the corresponding author.
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d gives the differences between the scores in standard deviation units.
Positive ds designate lower scaled scores on the WAIS III than on the
WAIS IV and therefore higher raw scores. These show that the WAIS
III was harder and that therefore the population's IQmust have declined
over the past 10 years. Table 4 gives Index scoremeans and standardde-
viations and Full Scale IQs of the French WAIS III and WAIS IV. Index
scores are constructed from combinations of two or three subtests.
The column headed IQ decline gives the declines in the Index scores
and the Full Scale IQ.

4. Discussion

The results have three points of interest. Firstly, the decline of 3.8 IQ
points on theWAIS Full Scale IQ in France represents a decline of general
intelligence defined as the average of a number of abilities. This decline
is consistent with those reported in recent years in Norway, Denmark,
Australia, Britain, the Netherlands, Sweden and Finland (see Table 2)
but inconsistent with the increases in recent years in the United States
and in younger children in Britain summarized in Table 1. It might be-
hoove us to bemore cautious in reaching conclusions based on these re-
sults than based on the other studies cited for two reasons: the sample
(N = 79) is a relatively small and the WAIS IV manual does not tell us
the degree to which it is representative of the French population in
terms of variables such as education or geographic region. Clearly, it
cuts out those who are under the age of 30 years or over the age of

63 years, but its average age (45 years) is approximately similar to the
median age of the French population, which is 42.4 years as of 2014
(Central Intelligence Agency, 2015). In addition, the Full Scale IQ on
the WAIS IV sample of 79 subjects was calculated based on a compari-
sonwith theWAIS IV sample of 876 subjects, which was representative
of the French population on key variables such as education and region.
The scores of this sample of 876 subjects were set at 100 and a compar-
ison made with the sample of 79 subjects. As can be seen in Table 4, on
this basis the IQ of the sample of 79 subjects was 101.1 with an SD of
14.7, where the French norm would be 100 and the SD 15. As such,
the smaller sample can be regarded as representative of the French pop-
ulation in terms of intelligence.

Secondly, the results for France, for the subtests given in Table 3,
show substantial differences in the rates of the decline of different abil-
ities. The largest declines were in Vocabulary (.43d), Comprehension
(.32d) and Information (.34d) and the results in Table 4 confirm these
by showing the largest decline of 4 IQ points in the Verbal Comprehen-
sion Index. Table 3 also shows that Symbol Search was the only subtest
that did not show a decline but registered a small increase (.05d). In the
Symbol Search test the examinee visually scans two groups of symbols,
a target group (composed of two symbols) and a search group (com-
posed of five symbols), and indicates whether any of the target symbols
matche any of the symbols in the search group. The score is the number
of correct responses obtained in 2 min.

Thirdly, the results show no change in the Digit Span subtest. This
confirms the conclusion of Gignac (2015) that there was no change in
forward or backward digit span in the United States over the 85 years
from 1923 to 2008. The present results also show that there was no
change in the Working Memory Index of which digit span is a compo-
nent. These are remarkable results because of the conclusion that
memory span and working memory are closely associated with
fluid intelligence (Chuderski, 2013; Colom, Abad, Quiroga, Shih, &

Table 1
IQ gains in USA and Britain.

Country Age Test Years IQ gain per decade Reference

USA Children WISC-III and WISC-IV 1989–2002 3.32 Flynn, 2012, Table AIIi, p.238
USA Adults WISC-III and WISC-IV 1995–2006 3.06 Flynn, 2012, Table AIIi, p.238
Britain 7–11 Mill Hill Vocabulary Scale 1979–2008 1.1 Lynn, 2009, Table 7
Britain 4–11 CPM 1982–2007 3.82 Flynn, 2012, Table A17, p.230
Britain 7–11 SPM 1979–2008 3.20 Flynn, 2012, Table A17, p.230

Table 2
IQ declines in 7 countries.

Country Age Test Years IQ decline per decade Reference

Norway 18–19 General Ability 1996–2002 0.38 Sundet, Barlaug and Torjussen
Australia 6–11 CPM 1975–2003 1.07 Cotton et al. (2005)
Denmark 18–19 Borge Priene's Prove 1998–2003/4 2.70 Teasdale and Owen (2008)
Britain 11–12 Piagetian 1975–2003 4.30 Shayer and Ginsburg (2007)
Britain 13–14 Piagetian 1976–2006 2.50 Shayer and Ginsburg (2009)
Britain 14–15 SPM 1979–2008 0.64 Flynn (2012), p.232
Sweden 18–19 General Ability 1992–1993 0.26 Ronnlund, Carlstedt, Blomstedt, Nilsson, and Weinehall (2013)
Netherlands Adults GATB 1975–2005 1.35 Woodley and Meisenberg (2013)
Finland 18–19 Peruskoe 1998–2009 2.0 Dutton and Lynn (2013)

Table 3
Scaled score means and standard deviations for the subtests in the French WAIS III and
WAIS IV.

Subtests WAIS III
Score (SD)

WAIS IV
Score (SD)

d

Vocabulary 8.8 (2.7) 10.0 (2.9) .43
Arithmetic 10.0 (2.7) 10.1 (3.0) .02
Similarities 9.9 (2.9) 10.1 (3.0) .07
Digit Span 10.2 (3.1) 10.2 (2.5) .00
Comprehension 8.7 (3.0) 9.8 (2.8) .32
Information 8.7 (3.2) 9.8 (3.0) .34
Letter–number sequencing 10.1 (3.1) 10.2 (2.9) .03
Matrix Reasoning 9.6 (3.4) 10.1 (3.0) .16
Symbol Search 10.5 (4.3) 10.3 (3.7) − .05
Digit symbol-coding 9.4 (3.4) 9.6 (3.1) .06
Picture completion 9.9 (3.5) 10.3 (3.1) .12
Block design 9.9 (3.2) 10.6 (3.1) .22

Table 4
Index IQs and standard deviations and Full Scale IQs in the French WAIS III and WAIS IV.

Index IQs WAIS III (S.D) WAIS IV (S.D) IQ decline

Verbal Comprehension 95.1 (13.9) 99.1 (14.9) 4.0
Perceptual reasoning index 98.9 (16.4) 102.0 (16.0) 3.1
Working Memory Index 100.7 (14.8) 100.7 (13.2) 0
Processing speed index 99.2 (18.6) 99.9 (17.1) 0.7
Perceptual organization index 96.0 (13.7) 99.9 (14.9) 3.9
Full Scale IQ 97.3 (14.9) 101.1 (14.7) 3.8
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Sweden 18–19 General Ability 1992–1993 0.26 Ronnlund, Carlstedt, Blomstedt, Nilsson, and Weinehall (2013)
Netherlands Adults GATB 1975–2005 1.35 Woodley and Meisenberg (2013)
Finland 18–19 Peruskoe 1998–2009 2.0 Dutton and Lynn (2013)

Table 3
Scaled score means and standard deviations for the subtests in the French WAIS III and
WAIS IV.

Subtests WAIS III
Score (SD)

WAIS IV
Score (SD)

d

Vocabulary 8.8 (2.7) 10.0 (2.9) .43
Arithmetic 10.0 (2.7) 10.1 (3.0) .02
Similarities 9.9 (2.9) 10.1 (3.0) .07
Digit Span 10.2 (3.1) 10.2 (2.5) .00
Comprehension 8.7 (3.0) 9.8 (2.8) .32
Information 8.7 (3.2) 9.8 (3.0) .34
Letter–number sequencing 10.1 (3.1) 10.2 (2.9) .03
Matrix Reasoning 9.6 (3.4) 10.1 (3.0) .16
Symbol Search 10.5 (4.3) 10.3 (3.7) − .05
Digit symbol-coding 9.4 (3.4) 9.6 (3.1) .06
Picture completion 9.9 (3.5) 10.3 (3.1) .12
Block design 9.9 (3.2) 10.6 (3.1) .22

Table 4
Index IQs and standard deviations and Full Scale IQs in the French WAIS III and WAIS IV.

Index IQs WAIS III (S.D) WAIS IV (S.D) IQ decline

Verbal Comprehension 95.1 (13.9) 99.1 (14.9) 4.0
Perceptual reasoning index 98.9 (16.4) 102.0 (16.0) 3.1
Working Memory Index 100.7 (14.8) 100.7 (13.2) 0
Processing speed index 99.2 (18.6) 99.9 (17.1) 0.7
Perceptual organization index 96.0 (13.7) 99.9 (14.9) 3.9
Full Scale IQ 97.3 (14.9) 101.1 (14.7) 3.8
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d gives the differences between the scores in standard deviation units.
Positive ds designate lower scaled scores on the WAIS III than on the
WAIS IV and therefore higher raw scores. These show that the WAIS
III was harder and that therefore the population's IQmust have declined
over the past 10 years. Table 4 gives Index scoremeans and standardde-
viations and Full Scale IQs of the French WAIS III and WAIS IV. Index
scores are constructed from combinations of two or three subtests.
The column headed IQ decline gives the declines in the Index scores
and the Full Scale IQ.

4. Discussion

The results have three points of interest. Firstly, the decline of 3.8 IQ
points on theWAIS Full Scale IQ in France represents a decline of general
intelligence defined as the average of a number of abilities. This decline
is consistent with those reported in recent years in Norway, Denmark,
Australia, Britain, the Netherlands, Sweden and Finland (see Table 2)
but inconsistent with the increases in recent years in the United States
and in younger children in Britain summarized in Table 1. It might be-
hoove us to bemore cautious in reaching conclusions based on these re-
sults than based on the other studies cited for two reasons: the sample
(N = 79) is a relatively small and the WAIS IV manual does not tell us
the degree to which it is representative of the French population in
terms of variables such as education or geographic region. Clearly, it
cuts out those who are under the age of 30 years or over the age of

63 years, but its average age (45 years) is approximately similar to the
median age of the French population, which is 42.4 years as of 2014
(Central Intelligence Agency, 2015). In addition, the Full Scale IQ on
the WAIS IV sample of 79 subjects was calculated based on a compari-
sonwith theWAIS IV sample of 876 subjects, which was representative
of the French population on key variables such as education and region.
The scores of this sample of 876 subjects were set at 100 and a compar-
ison made with the sample of 79 subjects. As can be seen in Table 4, on
this basis the IQ of the sample of 79 subjects was 101.1 with an SD of
14.7, where the French norm would be 100 and the SD 15. As such,
the smaller sample can be regarded as representative of the French pop-
ulation in terms of intelligence.

Secondly, the results for France, for the subtests given in Table 3,
show substantial differences in the rates of the decline of different abil-
ities. The largest declines were in Vocabulary (.43d), Comprehension
(.32d) and Information (.34d) and the results in Table 4 confirm these
by showing the largest decline of 4 IQ points in the Verbal Comprehen-
sion Index. Table 3 also shows that Symbol Search was the only subtest
that did not show a decline but registered a small increase (.05d). In the
Symbol Search test the examinee visually scans two groups of symbols,
a target group (composed of two symbols) and a search group (com-
posed of five symbols), and indicates whether any of the target symbols
matche any of the symbols in the search group. The score is the number
of correct responses obtained in 2 min.

Thirdly, the results show no change in the Digit Span subtest. This
confirms the conclusion of Gignac (2015) that there was no change in
forward or backward digit span in the United States over the 85 years
from 1923 to 2008. The present results also show that there was no
change in the Working Memory Index of which digit span is a compo-
nent. These are remarkable results because of the conclusion that
memory span and working memory are closely associated with
fluid intelligence (Chuderski, 2013; Colom, Abad, Quiroga, Shih, &

Table 1
IQ gains in USA and Britain.

Country Age Test Years IQ gain per decade Reference

USA Children WISC-III and WISC-IV 1989–2002 3.32 Flynn, 2012, Table AIIi, p.238
USA Adults WISC-III and WISC-IV 1995–2006 3.06 Flynn, 2012, Table AIIi, p.238
Britain 7–11 Mill Hill Vocabulary Scale 1979–2008 1.1 Lynn, 2009, Table 7
Britain 4–11 CPM 1982–2007 3.82 Flynn, 2012, Table A17, p.230
Britain 7–11 SPM 1979–2008 3.20 Flynn, 2012, Table A17, p.230

Table 2
IQ declines in 7 countries.

Country Age Test Years IQ decline per decade Reference
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Britain 11–12 Piagetian 1975–2003 4.30 Shayer and Ginsburg (2007)
Britain 13–14 Piagetian 1976–2006 2.50 Shayer and Ginsburg (2009)
Britain 14–15 SPM 1979–2008 0.64 Flynn (2012), p.232
Sweden 18–19 General Ability 1992–1993 0.26 Ronnlund, Carlstedt, Blomstedt, Nilsson, and Weinehall (2013)
Netherlands Adults GATB 1975–2005 1.35 Woodley and Meisenberg (2013)
Finland 18–19 Peruskoe 1998–2009 2.0 Dutton and Lynn (2013)
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Digit symbol-coding 9.4 (3.4) 9.6 (3.1) .06
Picture completion 9.9 (3.5) 10.3 (3.1) .12
Block design 9.9 (3.2) 10.6 (3.1) .22
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1. Introduction

Numerous studies have shown that intelligence increased during
much of the twentieth century. These IQ increases were first reported
in the United States by Runquist (1936) and were confirmed by Smith
(1942) and Tuddenham (1948), and were subsequently reported by
Cattell (1951) in England and in many other countries summarized in
Lynn (2013). The phenomenon has been designated the Flynn Effect
after the work documenting it by Flynn (1984, 1987, 2012).

From themid-1970s there has been conflicting evidence onwhether
these increases in IQ have been continuing or whether they have gone
into reverse. Continuing increases have been reported in the United
States and Britain. These can be seen in Table 1.

Contrary to these results, studiesfinding that IQs have declined in re-
cent decades have been reported in Norway, Denmark, Australia,
Britain, the Netherlands, Sweden and Finland. These can be seen in
Table 2.

It is evident that there have been conflicting results on the trend of
intelligence in recent decades in different countries and even in the
same countries, in the case of Britain (we will look, later, at possible
reasons for the decline). To provide further evidence on this issue we
present data on the trend of the IQ in France from 1999 and 2008–9.

2. Method

TheWechsler Adult Intelligence Scale III (WAIS III)was standardized
in France in 1999 (Wechsler, 2000) and theWechsler Adult Intelligence

Scale IV (WAIS IV) was standardized in France in 2008–9 (Wechsler,
2011). The two tests were administered to 79 subjects (a separate sam-
ple from the 876 subjects who composed the broader French WAIS IV)
whowere aged between 30 years and 63 years (mean age 45 years), ap-
proximately half of whom took theWAIS IV first and half took theWAIS
III first, in order to control for practice effects (Wechsler, 2011).1 The
time between the administration of the two tests varied from between
6 and 76 days, with an average of 27 days' gap. The manual does not
state whether there were significant differences in the test spacing be-
tween the two groups. However, the sample of 79was a means of com-
paring the norms yielded by the two standardized samples. As such, if
there were significant differences in test spacing between the two
groups this would substantially undermine the purpose of administer-
ing the tests in this way. So, we can reasonably assume that there are
not, as no competent administratorwould allow this to happen.Howev-
er, it is appreciated that this problem is a possibility, albeit an unlikely
one.

3. Results

Table 3 gives the scaled score means and standard deviations for the
seven verbal subtests and five performance subtests in theWAIS III and
theWAIS IV (these are the subtests that are in both the tests). The scaled
score means are obtained by transforming the raw score means to a
scale with amean of 10 and standard deviation of 3. The columnheaded

Intelligence 51 (2015) 67–70

⁎ Corresponding author.
E-mail address: ecdutton@hotmail.com (E. Dutton).

1 The exactwording in themanual is: ‘TheWAIS-IV and theWAIS-III were administered
in counterbalanced order to 79 subjects aged from30 to 63years (mean, 45 years)with a 6
to 76 days interval (mean, 27 days) between the two tests' administration’ (Wechsler,
2011, p.62). All translations from French are by the corresponding author.

http://dx.doi.org/10.1016/j.intell.2015.05.005
0160-2896/© 2015 Elsevier Inc. All rights reserved.

Contents lists available at ScienceDirect

Intelligence

S’ADAPTER AU MONDE  Intelligence
DEMAIN, TOUS CRÉTINS ? OU PAS…

représentatif, est largement exagérée, compte 
tenu des erreurs possibles de mesure des scores. 

De plus, si des facteurs environnementaux 
nouveaux entravaient le développement cérébral 
et intellectuel des enfants, on s’attendrait à 
observer une baisse des scores de QI en premier 
lieu chez les enfants, avant que cette baisse ne se 
propage à toutes les classes d’âge au fur et à 
mesure que ceux-ci grandissent. Curieusement, 
l’étude de Dutton et Lynn ne rapporte que la ten-
dance des scores des adultes français, et s’abs-
tient de rapporter la tendance des scores des 
enfants, alors qu’elle est tout aussi disponible. 
L’examen des manuels des différentes éditions 
des batteries WISC pour enfants permet de com-
prendre pourquoi : elle montre que la tendance 
est toujours à la hausse, contrairement à l’hypo-
thèse de Dutton et Lynn !
/D�ÀJXUH�FL�FRQWUH�PRQWUH�OHV�pYROXWLRQV�VXF-

cessives des scores de QI observées en France à 
l’occasion des nouvelles versions des tests, pour 
adultes (WAIS) et pour enfants (WISC) ainsi que 
l’incertitude des mesures liées aux faibles effec-
tifs des groupes utilisés. 
�(QÀQ�� LO�HVW� LPSRUWDQW�GH�VRXOLJQHU�TXH�OD�

méthode choisie par Dutton et Lynn, basée sur 
les données de standardisation des échelles de 
Wechsler, souffre d’importantes limites et n’est 
pas considérée comme fournissant une estima-
WLRQ� ÀDEOH� GH� O·HIIHW� )O\QQ�� 3DU� DLOOHXUV�� XQH�
limite méthodologique liée à l’ordre de passation 
des batteries WISC-IV et V empêche d’interpréter 
la dernière tendance observée chez les enfants 
français : quand un même échantillon de per-
sonnes passe successivement deux versions d’un 
test de QI, un effet d’apprentissage s’installe et 
on ne peut pas considérer les deux résultats 
comme indépendants. La seule chose qui soit 
sûre, c’est que compte tenu du faible effectif et 

facteurs peuvent entraîner des baisses de scores 
aux tests, comme le vieillissement des énoncés 
RX�GHV�PRGLÀFDWLRQV�GHV�SURJUDPPHV�VFRODLUHV��
Une baisse temporaire, du même ordre que celle 
observée récemment, s’est déjà produite dans les 
années 1970 en Norvège, en lien avec une modi-
ÀFDWLRQ�GX�SURJUDPPH�GH�PDWKpPDWLTXHV��0RLQV�
habitués aux exercices proposés, les jeunes 
adultes obtenaient des scores inférieurs, sans que 
cela ne traduise une baisse de leur intelligence.

L’INTELLIGENCE FRANÇAISE EN DÉCLIN ?
Examinons maintenant le déclin supposé des 

scores de QI en France. À chaque nouvelle édition 
française des échelles de Wechsler (la batterie de 
tests de QI la plus utilisée dans le monde), l’édi-
teur fournit les résultats d’une comparaison avec 
la version précédente, sur un petit groupe de par-
ticipants. Cette comparaison a toujours pointé 
dans le sens d’une amélioration, sauf pour la stan-
dardisation, en 2010, de l’échelle pour adultes 
WAIS-IV. C’est sur ce seul résultat, mesuré sur un 
groupe de 79 personnes, que se basent l’étude de 
Dutton et Lynn et le documentaire Demain, tous 
crétins ? pour suggérer qu’une baisse du QI serait 
à l’œuvre en France. Une telle conclusion, à partir 
d’une seule mesure sur un petit groupe non 

PROGRESSION CUMULÉE DU QI EN FRANCE
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Le QI de la population française augmente à chaque test de QI introduit 
depuis 1968. À chaque date figurant sur ce graphe, les personnes passent  
la version récente du test et la version antérieure. Le score est supérieur  
sur la version antérieure, ce qui montre que la norme du QI s’élève. La courbe 
montre les di$érences cumulées de ces paires de mesures, et les barres 
verticales représentent l’intervalle de confiance, à l’intérieur duquel la valeur 
e$ective du QI a 95 % de chances de se trouver. Un seul test ne révèle pas  
cette augmentation sur toute la période concernée : le test WAIS-IV destiné  
aux adultes. C’est sur ce point que se sont focalisés les chercheurs défendant 
l’idée d’un déclin de l’intelligence. 

Notre QI est probablement en 
train de plafonner. Il est normal 
que de petites erreurs de 
mesures puissent alors donner 
l’illusion d’une décroissance. 

48
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Une des causes invoquée : les perturbateurs endocriniens 
et la malbouffe en générale qui entraveraient le 
développement cérébral et intellectuel des enfants

-Si cela était le cas, le déclin supposé du QI devrait 
toucher en premier les nouvelles générations 
d’enfants… Ce n’est pas le cas…
- Les baisses ne touchent pas tous les subtests : par 
ex en Finlande entre 1999 et 2002 baisse pour les 
tests numériques et verbaux mais pas pour le 
raisonnement logique (stagnation)

L’étude ne porte que sur 79 participants, non représentatifs de 
la population française

La prise en compte de l’ensemble des données internationales 
laisse plutôt penser que les scores de QI progressent plus 
lentement qu’auparavant, et sont peut-être en train de se 
stabiliser et d’atteindre un plafond.



Vers un effet Flynn inversé ?

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence

REVIEW
published: 24 October 2017

doi: 10.3389/fphys.2017.00812

Frontiers in Physiology | www.frontiersin.org 1 October 2017 | Volume 8 | Article 812

Edited by:

Gregoire P. Millet,
University of Lausanne, Switzerland

Reviewed by:

Jay Olshansky,
University of Illinois at Chicago,

United States
Pascal Edouard,

University Hospital of Saint-Etienne,
France

*Correspondence:

Jean-François Toussaint
jean-francois.toussaint@aphp.fr

Specialty section:

This article was submitted to
Exercise Physiology,

a section of the journal
Frontiers in Physiology

Received: 19 June 2017
Accepted: 02 October 2017
Published: 24 October 2017

Citation:

Marck A, Antero J, Berthelot G,
Saulière G, Jancovici J-M,

Masson-Delmotte V, Boeuf G,
Spedding M, Le Bourg É and

Toussaint J-F (2017) Are We Reaching
the Limits of Homo sapiens?

Front. Physiol. 8:812.
doi: 10.3389/fphys.2017.00812

Are We Reaching the Limits of Homo
sapiens?
Adrien Marck1, 2, Juliana Antero 1, Geoffroy Berthelot 1, 3, 4, Guillaume Saulière 1,
Jean-Marc Jancovici 5, Valérie Masson-Delmotte 6, Gilles Boeuf 7, Michael Spedding 8,
Éric Le Bourg9 and Jean-François Toussaint 1, 3, 10*

1 Institut de Recherche bio-Médicale et d’Epidémiologie du Sport (IRMES) EA 7329, Institut National du Sport, de l’Expertise
et de la Performance, Université Paris Descartes, Université Sorbonne Paris Cité, Paris, France, 2 Laboratoire Matière et
Systèmes Complexes, UMR 7057 Université Paris Diderot, Centre National de la Recherche Scientifique, Université
Sorbonne Paris Cité, Paris, France, 3 Group Adaptation and Prospective, High Council of Public Health, Paris, France,
4 Research Laboratory for Interdisciplinary Studies, Paris, France, 5 Carbone 4, Paris, France, 6 Laboratoire des Sciences du
Climat et l’Environnement, Institut Pierre Simon Laplace, CEA-Centre National de la Recherche Scientifique, Université de
Versailles Saint-Quentin en Yvelines, Gif-sur-Yvette, France, 7 Muséum National d’Histoire Naturelle, Université Pierre et Marie
Curie, Sorbonne Universités, Paris, France, 8 IUPHAR and Spedding Research Solutions SAS, Le Vésinet, France, 9 Centre
de Recherches sur la Cognition Animale, Centre de Biologie Intégrative, Université de Toulouse, Centre National de la
Recherche Scientifique, Université Toulouse III Paul Sabatier, Toulouse, France, 10 Centre d’Investigations en Médecine du
Sport (CIMS), Hôtel-Dieu de Paris, Assistance Publique - Hôpitaux de Paris, Paris, France

Echoing scientific and industrial progress, the Twentieth century was an unprecedented

period of improvement for human capabilities and performances, with a significant

increase in lifespan, adult height, and maximal physiological performance. Analyses of

historical data show a major slow down occurring in the most recent years. This triggered

large and passionate debates in the academic scene within multiple disciplines; as

such an observation could be interpreted as our upper biological limits. Such a new

phase of human history may be related to structural and functional limits determined

by long term evolutionary constraints, and the interaction between complex systems

and their environment. In this interdisciplinary approach, we call into question the validity

of subsequent forecasts and projections through innovative and related biomarkers

such as sport, lifespan, and height indicators. We set a theoretical framework based

on biological and environmental relevance rather than using a typical single-variable

forecasting approach. As demonstratedwithin the article, these new viewswill havemajor

social, economical, and political implications.

Keywords: anthropocene, human upper limits, performance, longevity, life span, biometry, public health,

environment

INTRODUCTION

How long can we live (Olshansky et al., 1990, 2001; Aarssen and de Haan, 1994; Wilmoth, 1998;
Thatcher, 1999; Oeppen and Vaupel, 2002;Watts et al., 2006; Carnes andOlshansky, 2007; Hayflick,
2007; Christensen et al., 2009; Olshansky and Carnes, 2009, 2013; Weon and Je, 2009; Vaupel, 2010;
Couzin-Frankel, 2011; Li et al., 2011; Beltrán-Sánchez et al., 2012; Bravo and Real, 2012; Le Bourg,
2012; da Silva Antero-Jacquemin et al., 2014; Finch et al., 2014; Dong et al., 2016; Hanayama and
Sibuya, 2016; Brown et al., 2017; de Beer et al., 2017; Gavrilov et al., 2017; Gbari et al., 2017; Hughes
and Hekimi, 2017; Kirkwood, 2017; Le Bourg and Vijg, 2017; Lenart and Vaupel, 2017; Rootzén
and Zholud, 2017; Rozing et al., 2017; Vijg and Le Bourg, 2017)? How fast can we run or swim

Marck et al. Are We Reaching the Limits of Homo sapiens?

FIGURE 3 | Average adult height has followed a similar pattern toward a plateauing trend since 1980. The analysis of the growth patterns reveals that the gain in

height during the last century is not a linear process. During the last 3 decades, data have shown a similar plateauing state in the tallest populations among women

and men of high-income countries from North America to Europe. This recent asymptote suggests a potential upper limit to human height. (A) Average adult height of

women (violet-purple) represented for each country from 1914 up to 2014. (B) Average adult height of men (blue) represented for each country from 1914 up to 2014.

Data are compiled from NCD-RisC and available by country on their website (https://elifesciences.org/content/5/e13410).

be less favorable in light of ever increasing environmental
boundaries.

For such reasons, it is meaningless to claim that most human
will live for 200–500 years in the near future (de Grey, 2003),
thanks to medical or scientific progress, or that “within 15 years,
we’ll be adding more than a year every year to our remaining
life expectancy” (Kurzweil and Grossman, 2010). Raising false
hopes without taking into account that human beings are already
extremely “optimized” for lifespan seems inappropriate.

In the scenario of limited performance, the interest on
strategies for increasing quality of life reaches greater importance,
such as investing in grassroots sports in order to enhance
health (European Commission, 2016). If a country is able to

promote human development and health, one should observe
an incremental rise in values of mean adult height, sport
performance, and lifespan. The utmost challenge is to maintain
these indices at high values. Under escalating environmental
constraints, this may cost increasingly more energy and
investment to balance the rising ecosystemic pressures in order
to maintain our performance levels. Indeed observing decreasing
tendencies may provide an early signal that something has
changed but not for the better. Human height has decreased in
the last decade in some African countries; this suggests some
societies are no longer able to provide sufficient nutrition for
each of their children and maintain the health of their younger
inhabitants (NCD-RisC, 2016).
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FIGURE 1 | Maximal physical performance has plateaued during the last three decades. Historical series of the best performances in Track and Field events have

shown trends of plateauing since 1980 for both men and women, one of the early signs of established human physiological limits. (A) Annual World’s 10 best

performances from 1921 to 2016 in women for the 800m event (blue), the high-jump event (green), and the shot-put (orange). (B) Annual World’s 10 best

performances from 1896 to 2016 in men for the 800m event (blue), the high-jump event (green), and the shot-put (orange). Data are from International Association of

Athletics Federations (IAAF: https://www.iaaf.org/home) and are normalized by the respective world records for the event at the end of 2016, that is, performances are

divided by the current world record.

and contraction, reaction time, stature, and stride length and
frequency (Bennett, 1989; Bassett and Howley, 2000; Weyand
et al., 2010; Ferretti et al., 2011; Berthelot et al., 2015;
Haugen et al., 2015). Moreover, recent trends in track and
field (e.g., regression in Throws and Jumps) suggest that
limits have already been artificially enhanced through doping
practices (Spedding and Spedding, 2008; Berthelot et al., 2015).
Pharmacological innovations and the Cold War exacerbated the
use of performance-enhancing drugs including EPOs, growth
hormones, steroid hormones, or amphetamines (Franke and

Berendonk, 1997; Spedding and Spedding, 2008; Guillaume et al.,
2009; Berthelot et al., 2010a, 2015). Their effects on elite athletes
are difficult to precisely measure, but are certainly related to
the last “burst” of performance during the eighties and nineties
(Spedding and Spedding, 2008; Berthelot et al., 2010a, 2015; El
Helou et al., 2010; Durussel et al., 2013). Also, technology is
a main source of potential enhancement. The three successive
generation of suits over the 1990–2009 period improved world
swimmers’ performance by a mean of 3% before their ban in 2010
(Berthelot et al., 2010a, 2015).
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4. Une ou des intelligences ?

2 grands types de théories de l'intelligence :

- Conceptions unitaires : intelligence = capacité générale

- Conceptions pluralistes : plusieurs formes d'intelligence



L’analyse factorielle
Une façon de traiter le problème

• Méthode mathématique

• But : regrouper un grand nombre de variables en un 
plus petit nombre de catégories ou facteurs 

• Fondement : étude des corrélations

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences





L’analyse factorielle

l Spearman (1904)

- Mise en évidence d'un facteur d'intelligence 
générale (le facteur "g" )

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences
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L’analyse factorielle

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences



Matrice des intercorrélations à la WAIS

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences



Modèle bifactoriel de Spearman

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences



Modèle bifactoriel de Spearman

Mathématiques

Habileté
verbale

Compréhension

Habileté
spatiale

Facteurs     Facteurs    

Vocabulaire

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences



Exemple: approche factorielle de la 
WISC



Exemple: approche factorielle de la 
WISC





Breeman et al. (2015). Pediatrics Deary et al. (2004). Journal of personality and 
social psychology

Le QI est-il fiable ? 



Le QI a t-il une validité externe ? 
Que permet-t-il de prédire ?

Guez et al. (2018) - 1 million de suédois testés à 18 ans et
- revus 20 ans plus tard
- 15 000 morts 

Batty et al. (2009)

R=0,44



Le QI a t-il une validité externe ? 
Que permet-t-il de prédire ?

1 millions de suédois testés à 18 ans et revus 20 ans plus tard
15000 morts 
Batty et al. (2009)
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1. Introduction

The question about the relative importance of different prerequisites for school achievement is one of the oldest in psychology.
Over many decades, it has been shown that school achievement is strongly influenced by students' individual prerequisites such as
cognitive and motivational factors (Hattie, 2009). In this article, we focus on two of the most important individual factors of students
predicting school achievement that is intelligence and motivation. There is an extensive body of research indicating that intelligence
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typically stem from different psychological sub-disciplines: Whereas motivation as a predictor of school achievement is usually
investigated in educational psychology, the predictive power of intelligence is the focus in the psychology of personality and in-
dividual differences. Therefore, there is a lack of integration of these findings and there are contradicting conclusions in the literature
obscuring the picture of the relative importance of these factors. Only a few studies have investigated motivation and intelligence at
the same time and have delivered diverging results regarding the relative importance of motivation and intelligence. On the one
hand, some authors have concluded that intelligence is the only important predictor of school achievement, whereas motivation is
negligible and summarized “the results question the belief of most educators about the crucial role of motivation as a determinant of
scholastic achievement” (Gagné & St. Père, 2001, p. 71). On the other hand, studies have found that motivation was as important as,
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- Corrélation entre Intelligence et Réussite scolaire : r=.44
- Corrélation entre Motivation et Réussite scolaire : r=.27



Les alternatives à l’approche 
factorielle de l’intelligence

• La théorie triarchique de Robert 
Sternberg (1985, 2003)

• La théorie des intelligences multiples 
d’Howard Gardner (1983, 1996)

1. Introduction & Généralités
2. Certains animaux sont-ils intelligents ?
3. La mesure de l’intelligence
4. Une ou des intelligences



La théorie triarchique de Robert 
Sternberg (1985, 2003)

1. Introduction & Généralités
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4. Une ou des intelligences



La théorie triarchique de Robert Sternberg 
(1985, 2003)

• L’intelligence créative, mise en évidence par les attitudes face à des
situations nouvelles

• L’intelligence analytique, capacité scolaire à résoudre un problème,
évaluée par les tests d’intelligence classiques (problèmes précis avec
une seule réponse exacte)

• L’intelligence pratique, fréquemment nécessaire dans la vie de tous
les jours (problèmes mal définis avec solutions multiples)
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La théorie triarchique de Sternberg

• L’intelligence implique bien plus qu'un QI ou des 
compétences scolaires 

- Il insiste sur la capacité de l'individu à utiliser 
au mieux ses potentialités, tout en compensant 
ses faiblesses  

- autant que l’intelligence, ce qui 
est important, c’est la façon dont 
on l’utilise 
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La théorie des intelligences multiples 
d’Howard Gardner (1983, 1996)

Gardner, H. (1998). A multiplicity of intelligences. Exploring Intelligence, 9, 19-23.



La théorie des intelligences multiples 
d’Howard Gardner (1983, 1996)

• IL distingue (au moins) 7 formes d’intelligences, 
les intelligences :

logico-mathématique, langagière, spatiale,
musicale, kinesthésique, interpersonnelle, et 
intrapersonnelle, naturaliste

• Il écarte l'hypothèse d'un facteur général 
d'intelligence et considère ces différentes formes 
d'intelligence comme indépendantes

Gardner, H. (1998). A multiplicity of intelligences. Exploring Intelligence, 9, 19-23.



L'intelligence intrapersonnelle désigne la capacité qu'on a à avoir un regard critique 
sur soi-même, juger de ses limites, comprendre ses réactions... 

L'intelligence interpersonnelle permet d’anticiper les réactions de son entourage, 
de communiquer…

L'intelligence kinesthésique est responsable de tout ce qui a trait aux activités 
gestuelles... 

- développée chez les sportifs, mimes, mais aussi ceux qui pratiquent un 
travail de minutie (chirurgiens, informaticiens...) 

L’intelligence naturaliste – capacité à comprendre la nature



Pour Gardner, l'apprentissage scolaire classique ainsi que les 
outils d'évaluation du QI font surtout appel aux intelligences 
verbale et logico-mathématique, au détriment des autres 
formes d'intelligence ; 

- masquerait l'existence d'enfants à haut  potentiel 
dans les autres domaines

- tentatives d'application de la théorie de Gardner dans 
les domaines éducatifs. 

- programme « Discover », développé par June 
Maker aux EU, 
- programme « Alberta Learning », province  

de l'Alberta au Canada.

La théorie des intelligences multiples 
d’Howard Gardner



La théorie des intelligences multiples 
d’Howard Gardner

Il s’appuie sur trois critères :

- localisations cérébrales spécifiques aux différentes 
intelligences
- existence de créateurs géniaux, d’enfants prodiges 
(Mozart, Picasso,…)
- existence de cas « d’autistes géniaux »
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– Arguments issus de la neuropsychologie
• Une lésion cérébrale peut diminuer un type 

d’aptitude, pas les autres
• Différentes tâches intellectuelles mettent 

en jeu différentes structures cérébrales

La théorie des intelligences multiples 
d’Howard Gardner



Critiques : 

• Gardner parle-t-il vraiment d’intelligences ? 
• Ne parle-t-il pas plutôt de capacités cognitives ?

• Gardner n’a pas soumis sa théorie à l’épreuve des 
faits. Il s’appuie sur une lecture personnelle de la 
littérature en neurospychologie / neurosciences

La théorie des intelligences multiples 
d’Howard Gardner



La théorie des intelligences multiples 
d’Howard Gardner

correlations of those tests with the WPT (see Table 3,
which also provides correlations corrected for the
imperfect reliability of the ability tests and of the
WPT). Consistent with our hypotheses, all of the purely
cognitive measures (i.e., Linguistic, Spatial, Logical/
Mathematical, Interpersonal, and Naturalistic tests) were
significantly correlated with that measure of general
intelligence. Only the Bodily-Kinesthetic and Musical
tests, as well as one of the Intrapersonal tests
(Accuracy), failed to show statistically significant
positive correlations with the WPT. Necessary Arith-
metic Operations and Diagramming Relationships had
the greatest correlations with the WPT, a result that is
consistent with the high g-loadings of those tests in the
previous analysis.

6.3.1. Coherence of abilities within domains, beyond g
The coherence of the tests within each intelligence

domain was examined first through an inspection of
zero-order correlations within and between domains
(Table 2), and then through an inspection of residual
correlations, after removal of the g factor of Table 3,
between tests in the same domain (see Table 4). With
regard to the within-domain zero-order correlations, the
correlation between the two Linguistic tests was the

highest involving either test. This was also the case for
the Musical tests. For the Spatial tests, Map Planning
and Paper Folding were substantially intercorrelated, but
both tests also showed similarly strong relations with
Necessary Arithmetic Operations (Logical/Mathemati-
cal) and Diagramming Relationships (Naturalistic). In
the Logical/Mathematical domain, Subtraction and
Multiplication had its highest correlation with Neces-
sary Arithmetic Operations, but the latter test showed
similar or higher correlations with seven other tests. For
the Naturalistic tests, Making Groups had its highest
correlation with Diagramming Relationships, but the
latter test was more highly correlated with three other
tests from the Spatial and Logical/Mathematical
domains. The two Interpersonal tests, Social Transla-
tions and Cartoon Predictions, were significantly
correlated with each other, but each had higher
correlations with other tests. Only for the Intrapersonal
and Bodily-Kinesthetic domains did the within-domain
correlations fail to reach the conventional level of
statistical significance.

In addition to examining the zero-order correlations
between tests within an intelligence domain, we also
considered the residual correlations following extraction
of the g factor. This allows an evaluation of the extent to
which measures within each domain are related beyond
the influence of g. The residual correlations (see Table
4) ranged from −0.04 (Intrapersonal) to 0.29 (Linguis-
tic). As indicated by the near-zero residual correlations
between the two Intrapersonal tests, between the two
Naturalistic tests, and between the two Interpersonal
tests, the indicators of each of these domains were
essentially unrelated to each other after the removal of g
variance; this result indicates that the substantial zero-

Table 4
Residual correlations within each intelligence domain after extraction
of g factor

Intelligence Domain (Tests) Residual
Correlation

Linguistic (Opposites, Vocabulary) 0.29⁎⁎

Logical/Mathematical (Necessary Arithmetic Operations,
Subtraction and Multiplication)

0.15⁎

Spatial (Map Planning, Paper Folding) 0.18⁎

Interpersonal (Cartoon Predictions,
Social Translations)

0.09

Intrapersonal (Accuracy, Consistency) −0.04
Naturalistic (Making Groups, Diagramming
Relationships)

−0.01

Bodily-Kinesthetic (Stork Stand, Mark Making) 0.13
Musical (Rhythm, Tonal) 0.17⁎

N=200.
⁎p<0.05. ⁎⁎p<0.01, two-tailed.

Table 3
g loadings of tests and correlations of tests with Wonderlic Personnel
Test (WPT)

Ability Domain Test g-loading r(WPT)

Linguistic Opposites 0.50 (0.61) 0.41⁎⁎ (0.56)
Vocabulary 0.54 (0.66) 0.47⁎⁎ (0.64)

Spatial Map Planning 0.55 (0.61) 0.48⁎⁎ (0.60)
Paper Folding 0.50 (0.57) 0.48⁎⁎ (0.62)

Logical/
Mathematical

Subtraction and
Multiplication

0.24 (0.25) 0.36⁎⁎ (0.42)

Necessary
Arithmetic
Operations

0.70 (0.78) 0.67⁎⁎ (0.83)

Interpersonal Cartoon Predictions 0.37 (0.55) 0.23⁎⁎ (0.38)
Social Translations 0.53 (0.56) 0.38⁎⁎ (0.45)

Intrapersonal Accuracy 0.16 (N/A) 0.11 (N/A)
Consistency 0.27 (0.37) 0.27⁎⁎ (0.41)

Naturalistic Diagramming
Relationships

0.75 (0.83) 0.59⁎⁎ (0.73)

Making Groups 0.57 (0.64) 0.38⁎⁎ (0.48)
Bodily-
Kinesthetic

Stork Stand 0.03 (0.03) −0.04 (−0.05)
Mark Making 0.06 (0.06) 0.03 (0.03)

Musical Rhythm 0.18 (0.34) 0.08 (0.17)
Tonal 0.10 (0.24) 0.07 (0.19)

Values in parentheses are corrected for unreliability in the individual
ability tests only (for the g-loadings) or in both the individual ability
tests and the WPT (for the WPT correlations).
N=200. ⁎p<0.05. ⁎⁎p<0.01, two-tailed.
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Abstract

We investigated Gardner's “Theory of Multiple Intelligences” in a sample of 200 adults. For each of the hypothesized eight
“intelligence” domains–Linguistic, Logical/Mathematical, Spatial, Interpersonal, Intrapersonal, Musical, Bodily-Kinesthetic,
Naturalistic–we selected two tests based on Gardner's description of its content. Factor analysis revealed a large g factor having
substantial loadings for tests assessing purely cognitive abilities–Linguistic, Logical/Mathematical, Spatial, Naturalistic,
Interpersonal–but lower loadings for tests of other abilities, especially Bodily-Kinesthetic. Within most domains, the two tests
showed some (weak) non-g associations, thus providing modest support for the coherence of those domains, which resemble the
group factors of hierarchical models of intelligence. Results support previous findings that highly diverse tests of purely cognitive
abilities share strong loadings on a factor of general intelligence, and that abilities involving sensory, motor, or personality
influences are less strongly g-loaded.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The notion of general intelligence or g (e.g.,
Spearman, 1927) had long been broadly accepted by
psychologists when Howard Gardner introduced Mul-
tiple Intelligences (MI) theory in his 1983 book, Frames
of Mind, proposing that there are several independent
ability areas. Gardner (1993) described intelligence as a
biopsychological potential that could be influenced by
experience, culture, and motivational factors. He
defined intelligence as the ability to solve problems
and to fashion products that are culturally valued.
Gardner (1983) initially proposed that there were seven
intelligences: Linguistic, Spatial, Logical/Mathematical,

Interpersonal, Intrapersonal, Bodily-Kinesthetic, and
Musical. He has more recently added Naturalistic intel-
ligence and has suggested that an Existential intelli-
gence might exist, but that a hypothesized Spiritual
intelligence does not (Gardner, 1999).

Gardner (1999) stated that his choice of the word
“intelligences” was a deliberate one, noting that if he
had written a book referring to “faculties” or “gifts,” it is
unlikely that his theory would have garnered the
attention that it has. Gardner has professed to be quite
willing to refer to his eight intelligences as talents or
abilities, but only if verbal and quantitative abilities are
referred to as talents. Gardner has argued that there is no
hierarchy of ability, and that Linguistic and Logical/
Mathematical abilities are of no greater real-life impor-
tance than any of the other “intelligences”.

Gardner (1999) explained that he reviewed hundreds
of studies before publishing Frames of Mind, and that he
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5. Les corrélats neurologiques 
de l’intelligence

(telle qu’elle est mesurée par les tests classiques de 
QI) 



• Corrélation très faible (r=0,19) mais 
significative entre taille de la tête et QI 

• Vernon, P. A. et al. (2000). The neuropsychology and 
psychophysiology of human intelligence. In R. J. Sternberg (Ed.), 
Handbook of intelligence (pp. 245–264). New York7 Cambridge 
University Press.

• Corrélation faible (r=0,33) mais 
significative entre volume estimé du 
cerveau et QI (37 études, 1530 pers)

• McDaniel, M. (2005). Big-brained people are smarter: A meta-
analysis of the relationship between in vivo brain volume and 
intelligence. Intelligence. 33:337–346

3. La mesure de l’intelligence
4. Une ou des intelligences
5. Les corrélats neurologiques de l’intelligence
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A B S T R A C T

A substantial amount of empirical research has estimated the association between brain volume and intelligence.
The most recent meta-analysis (Pietschnig, Penke, Wicherts, Zeiler, & Voracek, 2015) reported a correlation of
.24 between brain volume and intelligence – notably lower than previous meta-analytic estimates. This headline
meta-analytic result was based on a mixture of samples (healthy and clinical) and sample correlations not
corrected for range restriction. Additionally, the role of IQ assessment quality was not considered. Finally,
evidential value of the literature was not formally evaluated. Based on the results of our meta-analysis of the
Pietschnig et al.'s sample data, the corrected correlation between brain volume and intelligence in healthy adult
samples was r = .31 (k = 32; N= 1758). Furthermore, the quality of intelligence measurement was found to
moderate the effect between brain volume and intelligence (b = .08, p= .028). Investigations that used ‘fair’,
‘good’, and ‘excellent’ measures of intelligence yielded corrected brain volume and intelligence correlations of
.23 (k = 9; N = 547), .32 (k = 10; N = 646), and .39 (k = 13; N = 565), respectively. The Henmi/Copas ad-
justed confidence intervals, the p-uniform results, and the p-curve results failed to suggest evidence of pub-
lication bias and/or p-hacking. The results were interpreted to suggest that the association between in vivo brain
volume and intelligence is arguably best characterised as r ≈ .40. Researchers are encouraged to consider in-
telligence measurement quality in future meta-analyses, based on the guidelines provided in this investigation.

1. Introduction

The topic of brain size and its possible association with intelligence,
both within and between species, has been the subject of a substantial
amount of research and debate (Mackintosh, 2011). Recently,
Pietschnig et al. (2015) reported a meta-analytic observed correlation
between human brain volume and intelligence of r= .24, based on 120
sample correlations (N = 6778). A limitation associated with the
Pietschnig et al. (2015) investigation is that it did not provide an esti-
mate of the association between brain volume and intelligence cor-
rected for range restriction. Additionally, Pietschnig et al. (2015) did
not explore the possibility that quality of intelligence measurement may
moderate the magnitude of the association between brain volume and
intelligence. Finally, Pietschnig et al. (2015) did not formally evaluate
the evidential value of the reported research via a p-curve analysis.

Consequently, the purpose of this investigation was to extend the
Pietschnig et al. (2015) meta-analysis in three ways. First, to estimate
the correlation between in vivo human brain volume and intelligence
based on correlations associated with relatively few artefacts, i.e.,

correlations derived from healthy adult samples and corrected for range
restriction. Secondly, to develop a guide to help classify the quality of
general intelligence measurement, in order to test the hypothesis that
there is a positive association between intelligence test measurement
quality and the magnitude of effect sizes reported across empirical in-
vestigations. Finally, to conduct a p-curve analysis to evaluate the re-
ported brain volume and intelligence statistically significant correla-
tions for evidential value.

1.1. Brain volume and intelligence: quantitative reviews

The association between in vivo brain volume and intelligence has
been reviewed quantitatively several times over the years. More than a
decade ago, Gignac, Vernon, and Wickett (2003) estimated the ob-
served correlation between brain volume and IQ based on 14 samples
(N = 858), all of which were derived from peer reviewed publications.
Gignac et al. (2003) reported an N-weighted mean correlation of .37
between brain volume and intelligence. In six of the 14 investigations
included in the meta-analysis, the IQ score standard deviations were

http://dx.doi.org/10.1016/j.intell.2017.06.004
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Correlation between brain volume and IQ in healthy adults 
is r ≈ .40.
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Discussion 
The gross anatomy of Einstein’s brain was within normal limits with the exception of his parietal lobes. 
In each hemisphere, morphology of the Sylvian fissure was unique compared with 182 hemispheres from 
the 35 control male and 56 female brains: the posterior end of the Sylvian fissure had a relatively 
anterior position, associated with no parietal operculum. In this same region, Einstein’s brain was 15% 
wider than controls. These two features suggest that, in Einstein’s brain, extensive development of the 
posterior parietal lobes occurred early, in both longitudinal and breadth dimensions, thereby 
constraining the posterior expansion of the Sylvian fissure and the development of the parietal 
operculum, but resulting in a larger expanse of the inferior parietal lobule. A further consequence of 
this morphology is that the full supramarginal gyrus lies behind the Sylvian fissure, undivided by a major 
sulcus as is usually the case. Van Essen hypothesised that a gyrus develops within a region of functionally 
related cortex to allow for efficient axonal connectivity between opposite cortical walls of the gyrus; by 
contrast, sulci separate cortical regions having less functional relatedness. In this context, the 
compactness of Einstein’s supramarginal gyrus within the inferior parietal lobule may reflect an 
extraordinarily large expanse of highly integrated cortex within a functional network. And in fact there 
is evidence that cortical representation of different functions is often separated by sulci. This notion 
could be consistent with Cajal’s  speculation that variation in axonal connectivity may be a neuronal 
correlate of intelligence. A larger expanse of a functional cortical network may reflect more modules  
which could provide a functional advantage.
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,Albert Einstein’s Dyslexia and the Significance of 
Brodmann Area 39 of His Left Cerebral Cortex 

:S. S. KANTHA 

Osaka HoScience Institute, 6-Z-4 Furuedai, Suita, Osaka 565, Japan 

,Abstract - By his own admission, Albert Einstein, ‘started to talk comparative/y/ate...certain/y 
,not younger than three’, and also had ‘poor memory of words’, during his childhood years. If 
lesions in Brodmann Area 39 of the cerebral hemisphere results in dyslexia, the 1985 report 
on the study of Einstein’s brain that the neuron:glial ratio of Area 39 in the left cerebral hemi- 
fsphere of the physicist was significantly smaller than that of the control values, provides a 
rneuroanatomical clue to Einstein’s childhood dyslexia. Though not discrediting this finding, 
isome questions are raised in this paper regarding the controls employed in this 1985 report 
(1). 

[ntroduction 

[t is  well known tha t the  physicis t Albert Eins te in 
N( 1879-1955) had difficulty in speech development 
Iduring his  infancy and childhood (2, 3). As  he 
.recalled in a  le tter he  wrote  in 1954, 

‘My parents were worried because I started 
to talk comparatively late, and they 
consulted the doctor because of it. I cannot 
tell how old I was at that time, but certainly 
not younger than three’ (4). 

As his  biographer Philipp Frank noted, while  the  
subject was  a live , ‘Even whenAlbert wasnineyears 
(old and in the highest grade of the elementary 
.rchool, he still lackedjluency of speech’ (2). 

One of Eins te in’s  associa tes , S traus , who heard 

the physicis t’s  explanation of his  s low development 
of speech, reminisced in 1979, 

‘He (Einstein) said that when he was 
between two and three years old he formed 
the ambition to talk in whole sentences. If 
somebody asked him a question and he had 
to answer, he would form a sentence in his 
mind and then try it out on himself, thinking 
that he was whispering it to himself: But, as 
you know, a child is not very good at 
whispering so he said it softly. Then, if it 
sounded all right, he would say it again to 
the person who had questioned him. 
Therefore, he sounded, at least to his 
nursemaid, as rf he said everything twice, 
once softly and once loudly, and she called 
him, “der Depperte”, which is Bavarian for 
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The idea that the brain of the great physicist Albert Einstein is different from ‘‘average’’ brains in both
cellular structure and external shape is widespread. This belief is based on several studies examining
Einstein’s brain both histologically and morphologically. This paper reviews these studies and finds them
wanting. Their results do not, in fact, provide support for the claim that the structure of Einstein’s brain
reflects his intellectual abilities.

! 2014 Elsevier Inc. All rights reserved.

1. Introduction

No individual human brain has received more detailed analysis
than that of Albert Einstein. Since Einstein’s death in 1955 his brain
has been the subject of four published studies looking at variables
from the number of glial cells to the presence or absence of specific
gyri. The secondary commentary on the results of the studies of his
brain has been widespread. This paper will review the findings of
the published studies, and comment on the logic of the conclusions
that have been drawn from the results of these studies.

The basic story of the saving of Einstein’s brain following his
autopsy is well known. Einstein died April 16, 1955 at age 76. He
had requested that his entire body be cremated. Thomas Harvey,
the pathologist who conducted the autopsy, saved the brain
because he thought that it might be of potential scientific value.
Harvey convinced Einstein’s son, who had complained that the
brain had been saved, to go along with the preservation
(Isaacson, 2007). Harvey kept the brain for 30 years before the first
study of its characteristics appeared in the scientific literature.
Since then several studies of the characteristics of Einstein’s brain
have been published. These can easily be divided into two separate
categories; those examining the brain microscopically and those
evaluating its patterns of gyri and sulci. These two groups of stud-
ies will be considered separately below.

2. Histological studies

Harvey supplied sections of Einstein’s brain for the first pub-
lished histological analysis. Four sections, one each from the left
and right Brodmann’s areas 9 (superior frontal) and 39 (parietal,

angular gyrus) respectively, were examined by Diamond,
Scheibel, Murphy, and Harvey (1985). They concluded that
Einstein’s brain was special in that it had a smaller neuron to glial
ratio than control brains. In other words, Einstein’s brain had more
glial cells than ‘‘normal’’ brains. This was based on the finding of a
single significant difference in the neuron to glial ratio in the left
parietal area.

Hines (1998) criticized Diamond et al.’s (1985) conclusions on
several grounds which fell into two general categories, the nature
of the control group and the nature of the statistical analysis per-
formed. In the first category one problem concerned the differ-
ences between Einstein and the control group in terms of age
and socioeconomic circumstances. Einstein died at 76. The average
age of the control group at death was 64 years. The ages at death of
the individuals in the control group ranged from 47 to 80. Further,
the control brains came from patients who died in a Veteran’s
Administration Hospital. Such patients were very likely to be from
a lower socioeconomic group than Einstein, a factor that might
have affected any differences found. Further, Diamond et al. stated
that none of the control group died from any neurological cause
but this does not mean that they did not have any such disease
at the time of death that could have affected the comparison.

In terms of the statistical analysis, Diamond et al. (1985)
reported four different t-tests, each comparing Einstein’s brain to
the brains of the controls. Only one of the four tests performed
was significant at the .05 level. Although only the results of the
neuron to glial cell ratios were reported by Diamond et al.
(1985), the paper makes it clear that at least six other dependent
measures were examined: (1) number of neurons, (2) total number
of glial cells, (3) number of astrocytes, (4) number of oligodendro-
cytes, (5) neuron to astrocyte ratio and (6) neuron to oligodendro-
cyte ratio. Thus a total of seven different dependent measures were
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examined in four different brain areas for a total of 28 compari-
sons. Obviously had any of these other six dependent measures
resulted in significant differences between Einstein’s brain and
the control brains, these would have been reported. One .05 result
out of 28 is not surprising.

A point not made by Hines (1998) but another important prob-
lem with the Diamond et al. (1985) study was that the counts of
the various cell types were not made by blinded observers. That
is, the observers were almost certainly aware whether the samples
they were evaluating came from the brain of Einstein or from
brains of control subjects. Such a lack of blinding leaves open the
obvious possibility of observer bias. In fact, in none of the studies
of Einstein’s brain, whether histological structure or external mor-
phology was examined, were observers blinded to the identity of
the brains being examined.

In spite of the shortcomings of the Diamond et al. (1985) paper,
it gave rise to what might be thought of as an urban legend that
Einstein’s brain had more glial cells than ‘‘normal’’ brains. This leg-
end is still alive and well even in works by neuroscientists. Thus
Fields (2010) repeats the legend in his otherwise excellent book
on glial cells. He even extends Diamond et al.’s finding beyond
what was originally reported. He incorrectly states that a signifi-
cant difference between Einstein’s brain and control brains in the
number of glial cells was found in ‘‘all the regions sampled from
Einstein’s brain (p. 7)’’.

Kantha (1992) suggested that the finding of a lower neuron/
glial ratio in the left parietal cortex (area 39) could help explain
Einstein’s dyslexia. He cited Eccles (1989, p. 121) to the effect that
‘‘lesions in Brodmann Area 39 lead to dyslexia’’. A serious difficulty
with this analysis is that the claim that Einstein had dyslexia is
based only on his, and family members’, later reminiscences,
which, like all such reminiscences, are of questionable validity.
Further, Kantha’s analysis is inconsistent with the overall thrust
of the Diamond et al. (1985) paper which claims that the lower
neuron to glial ratio is responsible for Einstein’s greater intellectual
abilities. Kantha argues that this same result is responsible for an
intellectual deficit. While parietal lesions can be associated with
acquired dyslexia, it is unclear that, even if the Diamond et al. find-
ings were real, simply having more glial cells in this area would
lead to dyslexia. It is overt lesions in the area that lead to acquired
dyslexia. Developmental dyslexia, which is what Kantha seems to
believe Einstein suffered from, is not associated with explicit
parietal lesions. Rather, areas of the left occipital and temporal
lobes related to reading, but not the parietal lobe, show functional
abnormalities in developmental dyslexia (Ramus, 2004).
Kantha does recognize that there are problems with the Diamond
et al. (1985) paper in terms of the nature of the control subjects
used.

Anderson and Harvey (1996) examined the density of neurons
in a slice of Einstein’s brain from his right prefrontal cortex. They
found that the cortex was thinner in this one slice and that the
number of neurons per square millimeter at the cortical surface
was greater compared to controls. So in this one area of the brain
Einstein did not have more neurons than controls, but the density
of the neurons was greater since they were packed into a smaller
area. The authors speculate that this may have been part of the rea-
son for Einstein’s great intellectual abilities because more densely
packed neurons would allow more rapid processing of information.

Kigar, Witelson, Glezer, and Harvey (1997) reported in an
abstract an analysis of cell counts in Einstein’s superior temporal
gyrus. There were no differences between Einstein’s brain and that
of controls of ‘‘normal cognitive ability’’ in cortical depth, number
of neurons per cortical column or neuron density. Regarding glial
cells, ‘‘the proportion of glial cells to neurons was close to unity
for Einstein, which differs from controls’’ (p. 213). No statistical
analyses were reported nor was there information on how the

counts were done and whether they were done blind. No more
lengthy publication describing these results in detail has ever
appeared.

Colombo, Reisin, Miguel-Hidalgo, and Rajkowska (2006) make
two important points in their comments regarding Anderson and
Harvey (1996) and the basic enterprise of examining bits of Ein-
stein’s brain to discover the neuroanatomical basis of his intellect.
First, they cite a paper by Selemon, Rajkowska, and Goldman-Rakic
(1998) showing that schizophrenics also have more densely
packed neurons in prefrontal areas. So, even if the results found
by Anderson and Harvey had been real, they would in no way be
an indication of a neuroanatomical basis for superior information
processing. More generally, they point out that the state of Ein-
stein’s brain at the time of his death may be quite different than
its state earlier in his life when he was at his intellectual peak.

Anderson and Harvey (1996) reported the results of an analysis
of Einstein’s prefrontal cortex. Did the rest of Einstein’s brain show
similar differences from the controls? One would expect that this
question could have been answered since Thomas Harvey, the sec-
ond author on the paper, was the pathologist who had originally
taken Einstein’s brain and retained possession of the organ. And,
according to the paper, the question was examined, although the
answer was certainly not explicitly discussed in the paper. On page
163 the authors state ‘‘Studies performed on Einstein’s brain tissue
in the early years after his death were only qualitative, and not
showing any important differences from normal subjects, were
not published’’ (emphasis added). This is an excellent example of
selection bias in publication.

Colombo et al. (2006) carried out their own detailed histological
analysis of the structure of one section of Einstein’s cortex. They
examined the parallelism, relative depth and tortuosity of the ‘‘pri-
mate-specific interlaminar glial processes’’ (p. 257). Unfortunately,
it was not stated what part of the brain the samples were taken
from. They compared Einstein’s brain to the brains of four controls
more appropriately age matched than those used by Diamond et al.
(1985). These control brains were from patients who died at 67, 69,
70 or 77 years of age and had no ‘‘known neurological or psychiat-
ric disease’’ (p. 258).

Colombo et al. (2006, p. 259) present their results qualitatively.
They say ‘‘AE’s cerebral cortex tended to show, in average, a more
parallel palisade than the rest of the samples analyzed, although
some variability was present. Overall, it was found that the inclu-
sion of AE cortical samples within the group of aged brains
expanded the morphological diversity of the interlaminar pro-
cesses of the studied group’’. Einstein did appear to have greater
tortuosity which ‘‘could be taken as indirect estimate of astroglial
membrane exposure and, hence, suggest a potential increase in the
local numbers of glial channels and receptors’’. Further, the ‘‘mod-
erate increase of immunolabeled astroglial cells in superficial lay-
ers’’ that was ‘‘found in AE’s brain’’ were ‘‘not different from
what can generally be observed in age-matched controls’ (p. 261)’’.

In summary the three histological studies of Einstein’s brain
have, in spite of claims to the contrary, found essentially no differ-
ences between his brain and that of controls. This should not come
as any great surprise. The brain is obviously an extremely complex
structure. The areas involved in different cognitive processes are
located throughout the cerebral cortex. To believe that the analyses
of one or a few tiny slices of a single brain could reveal anything
related to the specific cognitive abilities of that brain is naïve.

In a paper to be discussed below, Falk, Lepore, and Noe (2012)
report the discovery of 560 microscope slides of various parts of
Einstein’s brain. The authors do not present any analyses of these
slides but presumably they will be analyzed in the future. When
this happens, it will be important for future authors reporting
any such analyses to avoid the problems of poor statistical analysis
and selective reporting of only the ‘‘interesting’’ findings such as
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General intelligence ( g) is a common factor in diverse cognitive

abilities and a major influence on life outcomes. Neuroimaging studies

in adults suggest that the lateral prefrontal and parietal cortices play a

crucial role in related cognitive activities including fluid reasoning, the

control of attention, and working memory. Here, we investigated the

neural bases for intellectual giftedness (superior-g) in adolescents,

using fMRI. The participants consisted of a superior-g group (n = 18,

mean RAPM = 33.9 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8, >99%) from the national academy for gifted

adolescents and the control group (n = 18, mean RAPM = 22.8 TTTTTTTTTTTTTTTTTTTTTTTTT 1.6,

60%) from local high schools in Korea (mean age = 16.5 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8). fMRI

data were acquired while they performed two reasoning tasks with high

and low g-loadings. In both groups, the high g-loaded tasks specifically

increased regional activity in the bilateral fronto-parietal network

including the lateral prefrontal, anterior cingulate, and posterior

parietal cortices. However, the regional activations of the superior-g

group were significantly stronger than those of the control group,

especially in the posterior parietal cortex. Moreover, regression

analysis revealed that activity of the superior and intraparietal cortices

(BA 7/40) strongly covaried with individual differences in g (r = 0.71 to

0.81). A correlated vectors analysis implicated bilateral posterior

parietal areas in g. These results suggest that superior-g may not be

due to the recruitment of additional brain regions but to the functional

facilitation of the fronto-parietal network particularly driven by the

posterior parietal activation.

D 2005 Elsevier Inc. All rights reserved.
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Introduction

General intelligence, or psychometric g, refers to a single

factor (specifically, the first principal component) that influences
performance in diverse forms of cognitive abilities, especially
reasoning and novel problem solving (Gustafsson, 1984; Johnson

et al., 2004). It was originally proposed by Spearman (1904) on
the basis of factor analysis and has been firmly established as a
good predictor of academic and job relevant performance (Jensen,

1991; Schmidt and Hunter, 1998). Over several decades,
psychometric research on g has largely focused on the assessment
of individual differences (Neisser et al., 1996) and has converged

on the conclusion that Raven’s Advanced Progressive Matrices
(RAPM) measures cognitive ability that is central to g (Marshalek
et al., 1983; Snow, 1989). The RAPM, designed as a nonverbal
measure of Spearman’s g, is broadly accepted as an essential test

of fluid reasoning (Alderton and Larson, 1990; Anastasi, 1988;
Bors and Strokes, 1998). For these reasons, the reasoning ability is
thought to be responsible for individual performance in a broad

variety of cognitive and learning tasks (Cattell, 1963; Neisser et
al., 1996).

Recently, functional neuroimaging studies have tried to reveal

the neural basis of general intelligence using g-relevant cognitive
tasks such as reasoning or working memory tasks (Gray and
Thompson, 2004). Both functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET) experiments
provide evidence that lateral prefrontal and posterior parietal
cortices are involved in fluid reasoning (Haier et al., 1988; Houdé
and Tzourio-Mazoyer, 2003; Kroger et al., 2002; Prabhakaran et

al., 1997) and working memory (Cabeza and Nyberg, 2000; Cohen
et al., 1997; Smith and Jonides, 1998), especially when interpreted
in light of studies of patients with brain damage to these areas

(Duncan et al., 1995, 1996; Gray and Thompson, 2004). The
activation level of these cortical areas exhibited moderate
correlation with task difficulty (Braver et al., 1996; Klingberg et
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the neural basis of general intelligence using g-relevant cognitive
tasks such as reasoning or working memory tasks (Gray and
Thompson, 2004). Both functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET) experiments
provide evidence that lateral prefrontal and posterior parietal
cortices are involved in fluid reasoning (Haier et al., 1988; Houdé
and Tzourio-Mazoyer, 2003; Kroger et al., 2002; Prabhakaran et

al., 1997) and working memory (Cabeza and Nyberg, 2000; Cohen
et al., 1997; Smith and Jonides, 1998), especially when interpreted
in light of studies of patients with brain damage to these areas

(Duncan et al., 1995, 1996; Gray and Thompson, 2004). The
activation level of these cortical areas exhibited moderate
correlation with task difficulty (Braver et al., 1996; Klingberg et
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(23.8 T 4.4). The participants were instructed to respond as quickly
as possible while avoiding errors. Their response times were
measured and used to decide the presentation time for each task

type. The g-loading of each task was represented by the correla-
tional coefficient of the RAPM score, and the difficulty was
indicated by the correct response rate in the sample.

Image acquisition

Images were acquired using a 3.0 T MR scanner (Forte, Isol
Technology, Korea). Visual stimuli were presented on a 12-cm
(visual angle = 13.7-) LCD monitor (IFIS-SA, MRI Devices, FA,

USA) mounted on the head coil, and behavioral responses made on
a right hand button response unit were recorded by custom-made
software on a PC. Head movement was minimized using foam
padding. To be familiarized with the test environment, all

participants completed task examples for more than 10 min in
the MR scanner before the fMRI experiment. Imaging included
both T1-weighted structural images and gradient echo, echo-planar

T2*-weighted images with blood oxygen level-dependent (BOLD)
contrast (Ogawa et al., 1990). Twenty-four axial slices (5 mm
thick, no gap) including the entire brain volume (TR = 3000 ms,

TE = 35 ms, flip angle = 80-, 64 ! 64 matrix) were acquired.

MRI data analysis

Data were processed using statistical parametric mapping
SPM 99 (Wellcome Department of Cognitive Neurology,
London). Functional images were motion-corrected using the 6-

parameter rigid-body transformation (Friston et al., 1995). Images
were then spatially normalized to a standard EPI template based
on the Montreal Neurological Institute (MNI) reference brain in

Talairach and Tournoux space by applying a 12-parameter affine
transformation followed by nonlinear warping using basis
functions (Ashburner and Friston, 1999). Images were resampled

into 3-mm cubic voxels and smoothed by a Gaussian kernel of 9
mm FWHM. Individual contrast images (activation levels for
complex g-tasks minus those for simple g-tasks) were generated
using the general linear model. Group-based analysis and

individual-differences-based analysis were performed sequentially
using random effects analysis and regression analysis as follows.
First, g-task-related brain regions specifically involved in high g-

loaded tasks were determined using one-sample t test with height
(P < 0.0001 corrected for multiple comparisons) and extent (P <
0.0001 uncorrected) thresholds. Second, to identify the group-

specific activations, a two-sample t test was conducted between
the superior- and average-g groups with less conservative height
and extent thresholds (P < 0.001 uncorrected). Third, the g-

level-related activation, which is an activation map dependent on
individual g differences, was generated using simple regression
with individual g-level (RAPM score) as a covariate. Significant
clusters of g-level-related activation that occurred within the

mask area from the first step were determined by using height (P <
0.001 uncorrected) and extent (P < 0.001 uncorrected) thresh-
olds. Finally, the functional activation clusters from the two

previous random effects analyses were used as the region of
interest (ROI) for regression analysis. The activated voxel rates
corresponded to the percentages of voxels activated in each ROI

with a specific height threshold (P < 0.05, corrected), while the
peak t scores were the highest t scores observed in each ROI
(Kwon et al., 2002).

Results

Subjects and tasks ( g-level and IQ; g-loading and accuracy)

As shown in Table 1, the superior-g group had an exceptional
g-level (RAPM = 33.9 T 0.8, >99%), while the average-g group

had an ordinary g-level (RAPM = 22.8 T 6.6, 60%). The mean
WAIS-R full scale IQ of each group further confirmed the subject
differences in general cognitive ability (superior-g, IQ = 137 T 12,

99%; average-g, IQ = 105 T 17, 63%).
To isolate the brain regions involved in g-related processes, we

developed complex g-tasks and simple g-tasks that were similar in

shape but contrasted in g-loading (Fig. 1 and Methods). Both were
validated in g-loading by a separate behavioral study with a large
number of subjects whose mean age and g-level were equivalent to
the average participants of the experimental group (n = 82; mean

age = 15.9 T 0.29; RAPM = 23.8 T 4.4). The complex and simple
g-tasks exhibited a sharp contrast in g-loading (complex, r = 0.62;
simple, r = 0.20) and difficulty (complex, 40% correct; simple,

94% correct; t > 13.90, df = 42, P < 0.001) (Fig. 1B).

g-related neural substrates

We first identified the entire network of cortical regions
involved in the g-related neural processes regardless of individual
differences. Using a random effects analysis (one-sample t test),

the activation map of the whole group (all participants, n = 36) was
created by subtracting the brain activity during the simple g-task
from that of the complex g-task. As shown in Fig. 1C, the sharp g-

contrast between complex and simple g-tasks elicited the robust
bilateral activations (P < 0.0001 corrected) in the lateral prefrontal
(PFC), the anterior cingulate (ACC), and the posterior parietal

cortices (PPC). These g-task-related neural substrates were most
likely to be the fronto-parietal network that was previously
reported to constitute the neural bases for fluid reasoning and

working memory (Ghatan et al., 1995; Gray et al., 2003; Newman
et al., 2003; Prabhakaran et al., 1997). A more detailed description
of the regions of activation is provided in Table 2.

Superior-g group versus average-g group

To explore differences in regional activation between the

superior-g and average-g groups, we performed random effect
analysis using a two-sample t test. Neither the superior-g group nor
the average-g group recruited any additional brain areas, although

we used a less conservative threshold (P < 0.001 uncorrected)

Table 1

Subject information and behavioral data

Average-g (n = 18) Superior-g (n = 18)

Age 16.6 T 0.9 16.5 T 0.6

Psychometric tests

RAPM score (rank) 22.8 T 6.6 (60%) 33.9 T 0.8 (99%)

WAIS-R full scale IQ (rank) 105 T 17 (63%) 137 T 12 (99%)

Accuracy on fMRI tasks

Complex g-task 49.1% T 21.0 65.7% T 18.5

Simple g-task 88.3% T 19.6 97.8% T 1.8

Rank represents the percentile rank of mean RAPM score or WAIS-R IQ.

All data present in M T SD.
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(data not shown). However, the superior-g group was much greater
than the average-g group in the percent signal changes of the

regions of interest (ROIs), which were defined as the activation
clusters obtained from the whole group analysis (Fig. 2F). These
differences in regional activity were statistically significant in all

ROIs except the left PFC (Figs. 2A–E). Intriguingly, the most
significant gap in the regional activation was not in the prefrontal
cortex but in the posterior parietal region (right PPC, P < 0.001;
left PPC, P < 0.01; ACC and right PFC, P < 0.05).

Given the strong group difference in subject g-level (P < 0.001)
indicated by the RAPM scores (Fig. 2G), the behavioral performance of
the complex g-task was expected to show a striking difference between

the twogroups.However, the difference in accuracy on complexg-tasks
was not very remarkable, although it was statistically significant (P <
0.05) and greater than that of the simple g-task (Figs. 2H and I). It might

be the reflection of the stringent task condition because the presentation
time for the complex g-task (30 s per a test item) was tightly controlled
to eliminate any lapses of concentration during the task performance

which could have generated extraneous brain activations.

Correlation between individual g-level and regional brain activity

The group comparison in brain activity revealed that a higher g-

level was linked to greater regional activity. To examine whether
this positive relation is still valid on an individual level, the
correlations between individual g differences and regional activ-

ities were analyzed using the same ROIs as in the group difference
analysis described above. The regional brain activity was
calculated by the peak t score and the activated voxel rate within

the ROIs (see Methods). The correlation data in Table 2 indicated
that the right and the left PPC had the highest correlation
coefficients for the activated voxel rate (rv = 0.76, P < 0.001)

and the peak t score (rt = 0.74, P < 0.001), respectively. The other
ROIs also showed a moderate correlation, and most of them were
statistically significant. These observations are consistent with the
results from the group analysis and provide further evidence

supporting the fact that individual g-level was associated with
regional activity in the g-related neural substrates, particularly in
the PPC.

Relationship between task modality and regional brain activity

In terms of surface features, our fMRI tasks largely belong to
the category of visuo-spatial tasks. The PPC region exhibiting the
highest correlation with subject differences in g is also known to
play an important role in visuo-spatial working memory (Kwon et

al., 2002; Pessoa et al., 2002; Vogel and Machizawa, 2004). To
assess the possibility that the task modality could significantly
influence the regional brain activation induced by the g-tasks, we

performed a correlated vectors analysis (Jensen, 1998), a procedure
devised to discover non-psychometric (e.g., biological) correlates
of g, using two vectors: (1) the correlation coefficients of the

activity in each foci of the group-based activations to the WAIS-R
subtest and RAPM scores and (2) the standard g-loadings of both
tests which were validated using a hierarchical model in a large-

sample study (n = 241) (Marshalek et al., 1983).
As shown in Table 3, this analysis has demonstrated that the left

and right PPC activations were significantly associated with the g

factor: the left PPC activation showed statistical significance in

both the Pearson and Spearman correlations (r = 0.68 and 0.65,
respectively, P < 0.05), while the right PPC activation exhibited
statistical significance in the Pearson correlation (r = 0.66, P <

0.05) and almost reached statistical significance in the Spearman
correlation (r = 0.57, P = 0.054). Irrespective of the test modality,
the correlation coefficients of the bilateral PPC activations to the

WAIS subtest scores were more parallel with the standard g-
loadings of the tests than those of any other activation clusters.
Additionally, the correlational data between WAIS-R IQ scores and

the ROI activations driven by the RAPM-like task demonstrated
that, in all the ROIs (ACC, bilateral PFC, and bilateral PPC), the
verbal IQ revealed a stronger correlation with the brain activations
than the nonverbal (performance) IQ, although our fMRI task was

nonverbal. In consideration of the g-loading of each IQ, this also
increased the possibility that the ROI activations may be due, not
to the task modality, but to the g-loadedness.

Individual-differences-related neural substrates

To identify specific brain areas whose functions are associated
with individual differences in g-level, a linear regression analysis
was performed using RAPM score as a covariate, with the cortical

Fig. 1. Behavioral tasks and g-related neural network. (A) Example task

items represent simple and complex g-tasks for the fMRI experiment. (B) g-

loading and difficulty of each task type were validated by a behavioral study

performed before the fMRI experiment (see Methods). Difference of g-

loading (left panel) and difficulty (right panel) between simple (white bar)

and complex g-tasks (black bar) were indicated by each task’s correlations to

RAPM scores and correct response rate, respectively. Error bars denote SD.

***P < 0.001, two-tailed t test. (C) g-related neural substrates were revealed

by the contrasting of complex g-task versus simple g-task in a random

effects analysis of the whole group (n = 36; one-sample t test, P < 0.0001

corrected). See Table 2 for the standard stereotaxic coordinates.
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(data not shown). However, the superior-g group was much greater
than the average-g group in the percent signal changes of the

regions of interest (ROIs), which were defined as the activation
clusters obtained from the whole group analysis (Fig. 2F). These
differences in regional activity were statistically significant in all

ROIs except the left PFC (Figs. 2A–E). Intriguingly, the most
significant gap in the regional activation was not in the prefrontal
cortex but in the posterior parietal region (right PPC, P < 0.001;
left PPC, P < 0.01; ACC and right PFC, P < 0.05).

Given the strong group difference in subject g-level (P < 0.001)
indicated by the RAPM scores (Fig. 2G), the behavioral performance of
the complex g-task was expected to show a striking difference between

the twogroups.However, the difference in accuracy on complexg-tasks
was not very remarkable, although it was statistically significant (P <
0.05) and greater than that of the simple g-task (Figs. 2H and I). It might

be the reflection of the stringent task condition because the presentation
time for the complex g-task (30 s per a test item) was tightly controlled
to eliminate any lapses of concentration during the task performance

which could have generated extraneous brain activations.

Correlation between individual g-level and regional brain activity

The group comparison in brain activity revealed that a higher g-

level was linked to greater regional activity. To examine whether
this positive relation is still valid on an individual level, the
correlations between individual g differences and regional activ-

ities were analyzed using the same ROIs as in the group difference
analysis described above. The regional brain activity was
calculated by the peak t score and the activated voxel rate within

the ROIs (see Methods). The correlation data in Table 2 indicated
that the right and the left PPC had the highest correlation
coefficients for the activated voxel rate (rv = 0.76, P < 0.001)

and the peak t score (rt = 0.74, P < 0.001), respectively. The other
ROIs also showed a moderate correlation, and most of them were
statistically significant. These observations are consistent with the
results from the group analysis and provide further evidence

supporting the fact that individual g-level was associated with
regional activity in the g-related neural substrates, particularly in
the PPC.

Relationship between task modality and regional brain activity

In terms of surface features, our fMRI tasks largely belong to
the category of visuo-spatial tasks. The PPC region exhibiting the
highest correlation with subject differences in g is also known to
play an important role in visuo-spatial working memory (Kwon et

al., 2002; Pessoa et al., 2002; Vogel and Machizawa, 2004). To
assess the possibility that the task modality could significantly
influence the regional brain activation induced by the g-tasks, we

performed a correlated vectors analysis (Jensen, 1998), a procedure
devised to discover non-psychometric (e.g., biological) correlates
of g, using two vectors: (1) the correlation coefficients of the

activity in each foci of the group-based activations to the WAIS-R
subtest and RAPM scores and (2) the standard g-loadings of both
tests which were validated using a hierarchical model in a large-

sample study (n = 241) (Marshalek et al., 1983).
As shown in Table 3, this analysis has demonstrated that the left

and right PPC activations were significantly associated with the g

factor: the left PPC activation showed statistical significance in

both the Pearson and Spearman correlations (r = 0.68 and 0.65,
respectively, P < 0.05), while the right PPC activation exhibited
statistical significance in the Pearson correlation (r = 0.66, P <

0.05) and almost reached statistical significance in the Spearman
correlation (r = 0.57, P = 0.054). Irrespective of the test modality,
the correlation coefficients of the bilateral PPC activations to the

WAIS subtest scores were more parallel with the standard g-
loadings of the tests than those of any other activation clusters.
Additionally, the correlational data between WAIS-R IQ scores and

the ROI activations driven by the RAPM-like task demonstrated
that, in all the ROIs (ACC, bilateral PFC, and bilateral PPC), the
verbal IQ revealed a stronger correlation with the brain activations
than the nonverbal (performance) IQ, although our fMRI task was

nonverbal. In consideration of the g-loading of each IQ, this also
increased the possibility that the ROI activations may be due, not
to the task modality, but to the g-loadedness.

Individual-differences-related neural substrates

To identify specific brain areas whose functions are associated
with individual differences in g-level, a linear regression analysis
was performed using RAPM score as a covariate, with the cortical

Fig. 1. Behavioral tasks and g-related neural network. (A) Example task

items represent simple and complex g-tasks for the fMRI experiment. (B) g-

loading and difficulty of each task type were validated by a behavioral study

performed before the fMRI experiment (see Methods). Difference of g-

loading (left panel) and difficulty (right panel) between simple (white bar)

and complex g-tasks (black bar) were indicated by each task’s correlations to

RAPM scores and correct response rate, respectively. Error bars denote SD.

***P < 0.001, two-tailed t test. (C) g-related neural substrates were revealed

by the contrasting of complex g-task versus simple g-task in a random

effects analysis of the whole group (n = 36; one-sample t test, P < 0.0001

corrected). See Table 2 for the standard stereotaxic coordinates.
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underlying individual differences in psychometric g. The general
conclusion drawn from extensive psychometric studies was that

working memory capacity is significantly associated with g

(reasoning) ability (r = 0.58 to 0.65) but is not the same construct
as reasoning ability (Ackerman et al., 2002; Conway et al., 2002;

Engle et al., 1999). Similar conclusions have been drawn from
accumulating neurobiological evidence (Gray et al., 2003; Marko-
witsch and Kessler, 2000). For example, Gray et al. (2003) have
shown that the dorsolateral PFC (DLPFC) and the PPC regions

may mediate the relation between g and behavioral performance.
In that study, subjects (n = 48) performed RAPM to assess
individual differences in g and were then scanned during a working

memory task (n-back). Importantly, significant correlations were
observed between individual differences in g and the regional
activity across a wide neural network including the lateral

prefrontal, the parietal, and the temporal cortices during the trials
with high interference. These findings are reconcilable with our
present results as well as the previous studies that showed a broad

fronto-parietal network during performance of reasoning tasks
(Acuna et al., 2002; Esposito et al., 1999; Prabhakaran et al.,
2001).

The notion of the neural network for g, however, appears to be

in conflict somewhat with previous PET data suggesting that the
DLPFC (BA 46) plays a unique role in g because it is the only

region that is consistently involved in the three different types of
reasoning tasks with high g-loadings (Duncan et al., 2000). To

isolate the neural substrates of g, Duncan and colleagues compared
brain activity during high g-loaded tasks (r = 0.55 to 0.67) and low
g-loaded control tasks (r = 0.37 and 0.41). Taking into account that

the experimental paradigm is based on the task differences in g-
loading irrespective of individual differences, the g-contrast
between the two tasks does not seem to be very significant.
Particularly, the statistically more significant activation foci (P <

0.05, corrected) were drawn from the tasks with the lower g-
contrasts (difference in g-loading, Dr2 = 0.13 or 0.21). Thus, it is
possible that greater g-contrast between active and control tasks

could elicit more activation foci. In addition, individual variations
in g-level would influence regional imaging results (Habeck et al.,
2003; Haier et al., 2003). Indeed, our data resulting from a sharp g-

contrasting condition (difference in task g-loading, Dr2 = 0.34)
demonstrated that ordinary people exhibited more robust and stable
activation in the prefrontal regions including the DLPFC than the

posterior regions but exceptional people did not (Fig. 2).
Another class of evidence supporting an important role of the

PFC in problem solving ( g) was provided from the studies on
patients with brain injury. For example, patients with PFC damage

performed poorly on the reasoning tasks requiring relational
integration, whereas patients with temporal lobe damage exhibited

Fig. 2. Differences in regional activation and behavioral performance between the superior- and average-g groups. (A–E) Activation levels of the regions of

interest (ROIs) are indicated by changes in BOLD signals in both groups (average-g group, pink bar; superior-g group, red bar); PFC, prefrontal cortex; ACC,

anterior cingulate cortex; PPC, posterior parietal cortex. (F) Each ROI stands for the g-related activation region in the whole group analysis (see Table 2). (G–I)

Behavioral differences between the average-g and superior-g groups are presented by RAPM scores and correct response rates on simple and complex g-tasks.

Error bars denote SD. *P < 0.05; **P < 0.01; ***P < 0.001, two-tailed t test.
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brain activity (complex g-task > simple g-task) as the dependent
variable. This cross-subject comparison revealed bilateral activa-

tion clusters in the posterior parietal region (P < 0.001): bilateral
SPL and right IPS (Fig. 3A, Table 2). There was no negatively
correlated area at the same threshold. Using these clusters as ROIs,

we then correlated brain activity with g scores (Figs. 3B and C).
This showed a strong linear increase in both cluster size and
magnitude of peak activation within the ROI as a function of in-

dividual g-level (right SPL/IPS, rv = 0.81, rt = 0.78; left SPL, rv =
0.76, rt = 0.71, P < 0.001). To explore the possibility that other
factors could affect the SPL activities, we assessed the relative

contributions of g-level, accuracies on simple and complex g-tasks,
and age to the bilateral SPC activities using multiple linear
regression analysis. Only individual g differences were a signifi-
cant predictive variable of the bilateral SPC activities (P < 0.001).

The other variables did not show statistical significance (P > 0.05).

Discussion

Although there are several studies on prodigies in domain-

specific ability such as chess, semantic memory, and mental
calculation (Amidzic et al., 2001; Maguire et al., 2003; Pesenti et
al., 2001), little is known about the neural basis of exceptional

intellectual ability. The present study is the first neuroimaging
study to examine a large number of people with exceptional g to
address the nature of the neurobiological basis underpinning
superior general intelligence. We first identified the entire neural

network engaged in the high g-loaded reasoning task independent
of individual differences and then determined the impact of
individual g differences on activation patterns of this network by

examining the differences in activation nodes and its BOLD signal
intensity between the subjects with superior-g and ordinary-g. The
group-based analysis suggested that the neural basis of superior-g

was characterized not by engagement of extra network components
unique to the superior-g group but by robust activation of the entire
fronto-parietal network, particularly in the posterior parietal cortex.
Furthermore, the linear regression analysis revealed that the

parietal activation encompassing bilateral SPL (BA 7) and right
IPS (BA 40) was strongly correlated with individual differences in

g (r = 0.71 to 0.81).
Apparently, the present results and a previous event-related

fMRI study (Gray et al., 2003) have demonstrated a positive

correlation between individual difference in g and cortical
activations during fluid reasoning or working memory tasks. These
findings appear to conflict with an early PET study suggesting that

higher g is associated with lower brain activity, namely the neural
efficiency hypothesis (Haier et al., 1988). This discrepancy could
be attributed to the differences in experimental design (i.e. task

presentation time) and imaging modality. In general, high-ability
subjects tend to spend less time on performing the task compared
to low-ability subjects (Poldrack, 2000; D’Esposito et al., 1997).
Under the block-designed experiments, therefore, higher intelli-

gence with faster response time could lead to lower averaged
cortical activation over the task time, although the cortical
activation is greater for shorter duration. In this regard, the

event-related fMRI study is intrinsically free from the averaging
effect, and the present study also could avoid that effect because
the task presentation time is tightly controlled for maximizing the

proportion of time spent on the task.
The present results converge strongly with an event-related

fMRI study of individual differences (Gray et al., 2003) in

implicating parietal areas in supporting intelligence. Taken
together, the two studies implicate parietal regions (especially
BA 40) about as strongly as it is possible to do on the basis of
imaging data (which are intrinsically correlational) for having not

merely the strongest correlations, but also implicated by a
correlated vectors analysis (here) and mediational analyses (Gray
et al.). The two studies diverge somewhat in the degree to which

they implicate lateral prefrontal cortex (less strongly here). There
are several potentially important methodological differences (e.g.,
the tasks that the subjects performed during scanning and the

distribution of individual g-level), making the differences between
the studies harder to interpret than the similarities.

Recently, there has been a large trend to invoke the construct of
working memory to address the cognitive and neural bases

Table 2

Brain regions related with g

Anatomical area Brodmann area g-correlation Cluster

size

Peak activation

r t rv t score x y z

Group-based activations (complex g-task > simple g-task)

ACC, medial frontal gyrus 6, 9, 8, 32 0.54*** 0.43** 102 10.07 !6 36 30

Left PFC (SFG, MFG) 8, 6 0.66*** 0.51** 57 9.76 !27 15 51

Left PFC (IFG, MFG) 46, 9, 45 0.45 0.13 115 9.80 !39 24 18

Right PFC (MFG, SFG, IFG) 46, 8, 6, 9, 45 0.53*** 0.46** 532 12.01 36 15 30

Left PPC (IPL, IPS, SPL, PCu, SMG) 7, 40, 39, 19 0.74*** 0.70*** 551 13.71 !36 !51 45

Right PPC (IPL, IPS, SPL, PCu, AnG, SMG) 7, 40, 39, 19 0.73*** 0.76*** 749 13.62 39 !75 21

Individual difference-based activations (correlated with individual g-level)

Left SPL 7 0.71*** 0.76*** 120 4.86 !15 !66 57

Right SPL, IPS 7, 40, 19 0.78*** 0.81*** 244 4.93 15 !66 54

These data resulted from random effects group analyses of all subjects (n = 36; Upper: one-sample t test, threshold, P < 0.0001 corrected, size > 20; Lower:

simple regression analysis, threshold, P < 0.001 uncorrected, size > 100). r t, correlation coefficient of g and peak t score; rv, correlation coefficient of g and

activated voxel rate. Cluster size: number of voxels (3 " 3 " 3 mm3). ACC, anterior cingulate cortex; PFC, prefrontal cortex; MFG, middle frontal gyrus; SFG,

superior frontal gyrus; PPC, posterior parietal cortex; IPL, inferior parietal lobule; IPS, intraparietal sulcus; SPL, superior parietal lobule; PCu, precuneus; AnG,

angular gyrus; SMG, supramarginal gyrus.

** P < 0.01.

*** P < 0.001.
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General intelligence ( g) is a common factor in diverse cognitive

abilities and a major influence on life outcomes. Neuroimaging studies

in adults suggest that the lateral prefrontal and parietal cortices play a

crucial role in related cognitive activities including fluid reasoning, the

control of attention, and working memory. Here, we investigated the

neural bases for intellectual giftedness (superior-g) in adolescents,

using fMRI. The participants consisted of a superior-g group (n = 18,

mean RAPM = 33.9 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8, >99%) from the national academy for gifted

adolescents and the control group (n = 18, mean RAPM = 22.8 TTTTTTTTTTTTTTTTTTTTTTTTT 1.6,

60%) from local high schools in Korea (mean age = 16.5 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8). fMRI

data were acquired while they performed two reasoning tasks with high

and low g-loadings. In both groups, the high g-loaded tasks specifically

increased regional activity in the bilateral fronto-parietal network

including the lateral prefrontal, anterior cingulate, and posterior

parietal cortices. However, the regional activations of the superior-g

group were significantly stronger than those of the control group,

especially in the posterior parietal cortex. Moreover, regression

analysis revealed that activity of the superior and intraparietal cortices

(BA 7/40) strongly covaried with individual differences in g (r = 0.71 to

0.81). A correlated vectors analysis implicated bilateral posterior

parietal areas in g. These results suggest that superior-g may not be

due to the recruitment of additional brain regions but to the functional

facilitation of the fronto-parietal network particularly driven by the

posterior parietal activation.
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Introduction

General intelligence, or psychometric g, refers to a single

factor (specifically, the first principal component) that influences
performance in diverse forms of cognitive abilities, especially
reasoning and novel problem solving (Gustafsson, 1984; Johnson

et al., 2004). It was originally proposed by Spearman (1904) on
the basis of factor analysis and has been firmly established as a
good predictor of academic and job relevant performance (Jensen,

1991; Schmidt and Hunter, 1998). Over several decades,
psychometric research on g has largely focused on the assessment
of individual differences (Neisser et al., 1996) and has converged

on the conclusion that Raven’s Advanced Progressive Matrices
(RAPM) measures cognitive ability that is central to g (Marshalek
et al., 1983; Snow, 1989). The RAPM, designed as a nonverbal
measure of Spearman’s g, is broadly accepted as an essential test

of fluid reasoning (Alderton and Larson, 1990; Anastasi, 1988;
Bors and Strokes, 1998). For these reasons, the reasoning ability is
thought to be responsible for individual performance in a broad

variety of cognitive and learning tasks (Cattell, 1963; Neisser et
al., 1996).

Recently, functional neuroimaging studies have tried to reveal

the neural basis of general intelligence using g-relevant cognitive
tasks such as reasoning or working memory tasks (Gray and
Thompson, 2004). Both functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET) experiments
provide evidence that lateral prefrontal and posterior parietal
cortices are involved in fluid reasoning (Haier et al., 1988; Houdé
and Tzourio-Mazoyer, 2003; Kroger et al., 2002; Prabhakaran et

al., 1997) and working memory (Cabeza and Nyberg, 2000; Cohen
et al., 1997; Smith and Jonides, 1998), especially when interpreted
in light of studies of patients with brain damage to these areas

(Duncan et al., 1995, 1996; Gray and Thompson, 2004). The
activation level of these cortical areas exhibited moderate
correlation with task difficulty (Braver et al., 1996; Klingberg et
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normal performance (Waltz et al., 1999). In addition, Duncan et al.
(1995) suggest that brain damage to the frontal lobe caused a
considerable deficit in fluid intelligence but not in crystallized

intelligence. They also showed that fluid intelligence was impaired
more by damage to the frontal than to the posterior region (Duncan
et al., 1996). The latter two studies, however, do not exclude the

possibility that the PPC region may be critically involved in fluid
reasoning because a greater proportion of posterior patients had
temporal and occipital damage rather than parietal damage.

Notably, patients with parietal damage also showed significant
impairment in fluid intelligence, although they were only a small
portion of the whole posterior patients.

The main finding of the current study emphasized the role of

the posterior parietal region (specifically, bilateral SPL and right
IPS (BA 7/40)) among the entire network components of g. These
regions were cross-validated by high g-contrasting in terms of both

task and subject. This notion is further supported by previous EEG
and PET data on individual differences in g. Using EEG-evoked
potentials, it has been found that high-ability subjects were

correlated with relatively greater use of parietal regions when they
develop problem solving strategies, whereas low-ability subjects

relied more exclusively on the frontal region (Gevins and Smith,
2000). A previous study using PET also has reported that several
posterior regions including the bilateral SPL (BA 7) revealed

significant positive correlation with individual differences in g

during performance of non-reasoning tasks (Haier et al., 2003).
Intriguingly, these findings are in harmony with a previous

anatomical data demonstrating that Albert Einstein had an
extraordinary parietal cortex: his parietal cortex was relatively
wider than that of controls (Witelson et al., 1999).

What is a possible role of the PPC in fluid reasoning and new
problem solving? Although the PPC region is well known to be
involved in the visuo-spatial short-term memory (Todd and Marois,

2004), it is difficult to postulate that the PPC activation in our
experiment is sustained merely by domain-specific visual pro-
cesses since the PPC regions were significantly high in the g-
correlation (r = 0.71 to 0.81) and the correlation of the vectors

analysis (r = 0.65 to 0.68), and our behavioral tasks require both
visuo-spatial and verbal–analytic processes (Deshon et al., 1995).
As mentioned above, high-ability people showed greater use of

parietal regions while developing problem solving strategies
(Gevins and Smith, 2000). Nevertheless, these findings do not
exclude the possibility that the PPC may play a crucial role in

visuo-spatial working memory capacity. Indeed, it has previously
been demonstrated that increased brain activity in frontal and
posterior regions including the PPC underlies the improvement of

Table 3

Correlated vectors analysis of g-related neural network

Standard

g-loading

Group-based activation area

ACC Left

PFC

Right

PFC

Left

PPC

Right

PPC

WAIS-R IQ

Full scale 0.73 0.27 0.54*** 0.30 0.47** 0.63***

Performance 0.61 0.15 0.33* 0.13 0.40* 0.57***

Verbal 0.74 0.30 0.61*** 0.35* 0.48** 0.63***

WAIS-R subtest

Digit span 0.49 0.22 0.58*** 0.26 0.52*** 0.56***

Picture

completion

0.49 !0.08 0.00 !0.08 !0.20 !0.10

Similarities 0.54 0.28 0.44** 0.44** 0.46** 0.61***

Comprehension 0.56 0.12 0.53*** 0.30 0.32 0.41*

Digit symbol 0.57 0.20 0.11 0.08 0.33* 0.44**

Object assembly 0.63 0.05 0.20 0.12 0.41* 0.48**

Picture

arrangement

0.66 0.17 0.36* 0.28 0.39* 0.52***

Information 0.61 0.31 0.55*** 0.43** 0.53*** 0.64***

Block design 0.65 0.11 0.48** 0.28 0.61*** 0.70***

Arithmetic 0.66 0.21 0.69*** 0.31 0.57*** 0.66***

Vocabulary 0.66 0.22 0.60*** 0.46** 0.53*** 0.59***

RAPM 0.80 0.45** 0.53*** 0.48** 0.74*** 0.79***

Correlation of vectors

Pearson

correlation

0.55 0.38 0.53 0.68* 0.66*

Spearman

correlation

0.26 0.39 0.56 0.65* 0.57

The correlation of vectors is a Pearson correlation or Spearman rank order

correlation between two vectors: (1) g-loadings of WAIS-R subtests and

RAPM and (2) correlations of each area’s activity (activated voxel rates)

with the tests. The standard g-loadings of the subtests and RAPM were

adopted from Marshalek et al. (1983). All data were corrected for

attenuation. ACC, anterior cingulate gyrus; PFC, prefrontal cortex; PPC,

posterior parietal cortex.

* P < 0.05.

** P < 0.01.

*** P < 0.001.

Fig. 3. g-level-related neural substrates and correlation of their activations

with individual differences in g. (A) Activation clusters related to g-level in

the left and right SPLs were defined by a simple regression analysis with

RAPM score as a covariate, n = 36, P < 0.001 uncorrected; SPL, superior

parietal lobule. (B and C) Regression plots showing correlations (r) of

RAPM scores with the activated voxel rate and the peak t score in both the

activation clusters (left panel, left SPL; right panel, right SPL/IPS; blue

circle, average-g individual; red circle, superior-g individual).
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considerable deficit in fluid intelligence but not in crystallized

intelligence. They also showed that fluid intelligence was impaired
more by damage to the frontal than to the posterior region (Duncan
et al., 1996). The latter two studies, however, do not exclude the

possibility that the PPC region may be critically involved in fluid
reasoning because a greater proportion of posterior patients had
temporal and occipital damage rather than parietal damage.

Notably, patients with parietal damage also showed significant
impairment in fluid intelligence, although they were only a small
portion of the whole posterior patients.

The main finding of the current study emphasized the role of

the posterior parietal region (specifically, bilateral SPL and right
IPS (BA 7/40)) among the entire network components of g. These
regions were cross-validated by high g-contrasting in terms of both

task and subject. This notion is further supported by previous EEG
and PET data on individual differences in g. Using EEG-evoked
potentials, it has been found that high-ability subjects were

correlated with relatively greater use of parietal regions when they
develop problem solving strategies, whereas low-ability subjects

relied more exclusively on the frontal region (Gevins and Smith,
2000). A previous study using PET also has reported that several
posterior regions including the bilateral SPL (BA 7) revealed

significant positive correlation with individual differences in g

during performance of non-reasoning tasks (Haier et al., 2003).
Intriguingly, these findings are in harmony with a previous

anatomical data demonstrating that Albert Einstein had an
extraordinary parietal cortex: his parietal cortex was relatively
wider than that of controls (Witelson et al., 1999).

What is a possible role of the PPC in fluid reasoning and new
problem solving? Although the PPC region is well known to be
involved in the visuo-spatial short-term memory (Todd and Marois,

2004), it is difficult to postulate that the PPC activation in our
experiment is sustained merely by domain-specific visual pro-
cesses since the PPC regions were significantly high in the g-
correlation (r = 0.71 to 0.81) and the correlation of the vectors

analysis (r = 0.65 to 0.68), and our behavioral tasks require both
visuo-spatial and verbal–analytic processes (Deshon et al., 1995).
As mentioned above, high-ability people showed greater use of

parietal regions while developing problem solving strategies
(Gevins and Smith, 2000). Nevertheless, these findings do not
exclude the possibility that the PPC may play a crucial role in

visuo-spatial working memory capacity. Indeed, it has previously
been demonstrated that increased brain activity in frontal and
posterior regions including the PPC underlies the improvement of
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RAPM and (2) correlations of each area’s activity (activated voxel rates)

with the tests. The standard g-loadings of the subtests and RAPM were

adopted from Marshalek et al. (1983). All data were corrected for

attenuation. ACC, anterior cingulate gyrus; PFC, prefrontal cortex; PPC,

posterior parietal cortex.
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Fig. 3. g-level-related neural substrates and correlation of their activations

with individual differences in g. (A) Activation clusters related to g-level in

the left and right SPLs were defined by a simple regression analysis with

RAPM score as a covariate, n = 36, P < 0.001 uncorrected; SPL, superior

parietal lobule. (B and C) Regression plots showing correlations (r) of

RAPM scores with the activated voxel rate and the peak t score in both the

activation clusters (left panel, left SPL; right panel, right SPL/IPS; blue
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General intelligence ( g) is a common factor in diverse cognitive

abilities and a major influence on life outcomes. Neuroimaging studies

in adults suggest that the lateral prefrontal and parietal cortices play a

crucial role in related cognitive activities including fluid reasoning, the

control of attention, and working memory. Here, we investigated the

neural bases for intellectual giftedness (superior-g) in adolescents,

using fMRI. The participants consisted of a superior-g group (n = 18,

mean RAPM = 33.9 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8, >99%) from the national academy for gifted

adolescents and the control group (n = 18, mean RAPM = 22.8 TTTTTTTTTTTTTTTTTTTTTTTTT 1.6,

60%) from local high schools in Korea (mean age = 16.5 TTTTTTTTTTTTTTTTTTTTTTTTT 0.8). fMRI

data were acquired while they performed two reasoning tasks with high

and low g-loadings. In both groups, the high g-loaded tasks specifically

increased regional activity in the bilateral fronto-parietal network

including the lateral prefrontal, anterior cingulate, and posterior

parietal cortices. However, the regional activations of the superior-g

group were significantly stronger than those of the control group,

especially in the posterior parietal cortex. Moreover, regression

analysis revealed that activity of the superior and intraparietal cortices

(BA 7/40) strongly covaried with individual differences in g (r = 0.71 to

0.81). A correlated vectors analysis implicated bilateral posterior

parietal areas in g. These results suggest that superior-g may not be

due to the recruitment of additional brain regions but to the functional

facilitation of the fronto-parietal network particularly driven by the

posterior parietal activation.
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Introduction

General intelligence, or psychometric g, refers to a single

factor (specifically, the first principal component) that influences
performance in diverse forms of cognitive abilities, especially
reasoning and novel problem solving (Gustafsson, 1984; Johnson

et al., 2004). It was originally proposed by Spearman (1904) on
the basis of factor analysis and has been firmly established as a
good predictor of academic and job relevant performance (Jensen,

1991; Schmidt and Hunter, 1998). Over several decades,
psychometric research on g has largely focused on the assessment
of individual differences (Neisser et al., 1996) and has converged

on the conclusion that Raven’s Advanced Progressive Matrices
(RAPM) measures cognitive ability that is central to g (Marshalek
et al., 1983; Snow, 1989). The RAPM, designed as a nonverbal
measure of Spearman’s g, is broadly accepted as an essential test

of fluid reasoning (Alderton and Larson, 1990; Anastasi, 1988;
Bors and Strokes, 1998). For these reasons, the reasoning ability is
thought to be responsible for individual performance in a broad

variety of cognitive and learning tasks (Cattell, 1963; Neisser et
al., 1996).

Recently, functional neuroimaging studies have tried to reveal

the neural basis of general intelligence using g-relevant cognitive
tasks such as reasoning or working memory tasks (Gray and
Thompson, 2004). Both functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET) experiments
provide evidence that lateral prefrontal and posterior parietal
cortices are involved in fluid reasoning (Haier et al., 1988; Houdé
and Tzourio-Mazoyer, 2003; Kroger et al., 2002; Prabhakaran et

al., 1997) and working memory (Cabeza and Nyberg, 2000; Cohen
et al., 1997; Smith and Jonides, 1998), especially when interpreted
in light of studies of patients with brain damage to these areas

(Duncan et al., 1995, 1996; Gray and Thompson, 2004). The
activation level of these cortical areas exhibited moderate
correlation with task difficulty (Braver et al., 1996; Klingberg et
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Tests offluid intelligence predict success in awide range of cognitive
activities. Much uncertainty has surrounded brain lesions producing
deficits in these tests,with standardgroup comparisonsdeliveringno
clear result. Based on findings from functional imaging, we propose
that the uncertainty of lesion datamay arise from the specificity and
complexity of the relevant neural circuit. Fluid intelligence tests give
a characteristic pattern of activity in posterolateral frontal, dorsome-
dial frontal, and midparietal cortex. To test the causal role of these
regions, we examined fluid intelligence in 80 patients with focal
cortical lesions. Damage to each of the proposed regions predicted
fluid intelligence loss, whereas damage outside these regions was
not predictive. The results suggest that coarse group comparisons
(e.g., frontal vs. posterior) cannot show the neural underpinnings of
fluid intelligence tests. Instead, deficits reflect the extent of damage
to a restricted but complex brain circuit comprising specific regions
within both frontal and posterior cortex.

neuropsychology | frontoparietal cortex | focal brain lesions | cognitive
control | IQ

Universal positive correlations between performance on differ-
ent kinds of task led Spearman (1) to propose that some gen-

eral or g factor contributes to success inall kinds of cognitive activity.
In factor analytic studies, the best single tests of g involve “fluid
intelligence” or novel problem-solving (2). Strong performance in
such tests is predictive of broad success in many different kinds
of cognitive activity, from laboratory tasks to educational and
work achievements.
It remains an open question what cognitive or neural processes

are measured by fluid intelligence tests. One popular hypothesis
(3, 4) links tests of this sort to broad cognitive control functions of
frontal and parietal cortex. Examples might include selective ac-
tivation or bias of cognitive processing (5, 6), detection and use of
cognitive conflict (7), assembly and use of sequential mental
programs (8, 9), and many more. Although conceptions of cog-
nitive control may vary, such control functions undoubtedly are of
importance in many different kinds of behavior, providing a plau-
sible cognitive underpinning for Spearman’s proposal of g.
In human functional brain imaging, a strikingly similar pattern of

activation is produced by many different cognitive demands, in-
cluding increased perceptual difficulty, novelty, response conflict,
workingmemory, episodicmemory, and semantic memory (10–12).
This multiple demand (MD) activity incorporates the lateral pre-
frontal cortex (LPFC) in and around the inferior frontal sulcus
(IFS) and the anterior insula/frontal operculum (AI/FO), the dorsal
anterior cingulate/presupplementary motor area (ACC/pre-SMA),
a small region of the anterior frontal cortex (AFC), and the intra-
parietal sulcus (IPS). In putative monkey homologs of MD regions,
including posterolateral prefrontal cortex, neural activity is shaped
strongly by cognitive context, adapting to codemany different kinds
of task-relevant information. Broad activity in many different kinds
of behavior is a requirement for neural systems linked to g (13, 14),
and, indeed, functional imaging studies show strong MD activity
during fluid intelligence tests (14, 15).

Important though these functional imaging results may be, they
cannot establish whether MD regions have a causal role in sup-
porting fluid intelligence. For this purpose lesion data are critical
(16), but classically they have painted a confusing picture of brain
systems linked to intelligence. Some authors have highlighted
a special role of the frontal cortex (3), whereas others have
claimed, conversely, that intelligence is preserved after frontal
lobe damage (17). Others have reported similar deficits across
frontal and parietal cortex (18). An important recent study showed
correlations with g for lesions in several regions of left frontal and
parietal cortex as well as for damage to major white matter tracts
(19). In this study we examined the specific causal role of MD
regions as defined by functional imaging.
Previous lesion work suffers from a number of potential lim-

itations. One limitation concerns comparisons between coarse
lesion groups (e.g., frontal vs. posterior). The MD hypothesis
predicts deficits associated with specific, quite restricted regions
of frontal and parietal damage. Here, we separated damage
within and outside MD regions separately for patients with frontal,
parietal, and occipitotemporal lesions. A second limitation con-
cerns the link between deficit and specific lesion hotspots. In
voxel-based methods, for example, deficits are separately corre-
lated with damage to each separate voxel in the brain (20). When
performance depends on a complex circuit, however, no one part
of this circuit will be strongly correlated with behavior. Here
we examined the separate and joint effects of damage to the dif-
ferent regions of the MD network. A third difficulty arises from
the wide variation in fluid intelligence already existing in the
normal population. If deficits are not large in comparison with
preexisting variability, absolute performance may be linked only
weakly to lesion location. To offset this difficulty, we used a pre-
diction equation derived from normal controls to estimate pre-
morbid ability in each patient and linked lesion data not to
absolute performance but to estimated ability decrement.
Our results provide clear support for the MD hypothesis. Among

80 patients with stable, focal cerebral lesions, we find loss of fluid
intelligence to be associated specifically with damage toMD regions.

Results
For each patient, current fluid intelligence was measured using
two well-established tests (21, 22). The premorbid score on each
test was estimated from a multiple regression equation, derived
from healthy controls, predicting fluid intelligence score
from patient age and reading vocabulary (23, 24). Each patient’s
lesion was traced onto an anatomical MRI and normalized to
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Correction for “Fluid intelligence loss linked to restricted regions of
damage within frontal and parietal cortex,” by Alexandra Woolgar,
Alice Parr, Rhodri Cusack, Russell Thompson, Ian Nimmo-Smith,
Teresa Torralva, Maria Roca, Nagui Antoun, Facundo Manes, and
John Duncan, which appeared in issue 33, August 17, 2010, of Proc
Natl Acad Sci USA (107:14899–14902; first published August 2,
2010; 10.1073/pnas.1007928107).
The authors note that on page 14900, right column, first para-

graph, lines 1–5, the following statement appeared incorrectly: “In
the group with frontal lesions (n = 44), only MD lesion volume
was retained as a significant predictor (r = −0.40; P = 0.004) (Fig.
3A). The correlation between behavioral deficit and MD lesion
volume also remained significant if non-MD lesion volume was
first partialled out (r = −0.27; P = 0.037).” The statement should
instead appear as: “In the group with frontal lesions (n = 44), MD
lesion volume was significantly predictive of behavioral deficit
(r = −0.35; P = 0.009) (Fig. 3A). However, the correlation was no
longer significant if non-MD lesion volume was first partialled out
(r = −0.19; P = 0.106). Accordingly, MD lesion volume was not
retained as a significant predictor in the multiple regression.”
“MD” refers to the multiple demand regions (1). This error does
not affect the conclusions of the article.

1. Duncan J (2010) The multiple-demand (MD) system of the primate brain: Mental pro-
grams for intelligent behaviour. Trends Cogn Sci 14(4):172–179.
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Tests offluid intelligence predict success in awide range of cognitive
activities. Much uncertainty has surrounded brain lesions producing
deficits in these tests,with standardgroup comparisonsdeliveringno
clear result. Based on findings from functional imaging, we propose
that the uncertainty of lesion datamay arise from the specificity and
complexity of the relevant neural circuit. Fluid intelligence tests give
a characteristic pattern of activity in posterolateral frontal, dorsome-
dial frontal, and midparietal cortex. To test the causal role of these
regions, we examined fluid intelligence in 80 patients with focal
cortical lesions. Damage to each of the proposed regions predicted
fluid intelligence loss, whereas damage outside these regions was
not predictive. The results suggest that coarse group comparisons
(e.g., frontal vs. posterior) cannot show the neural underpinnings of
fluid intelligence tests. Instead, deficits reflect the extent of damage
to a restricted but complex brain circuit comprising specific regions
within both frontal and posterior cortex.

neuropsychology | frontoparietal cortex | focal brain lesions | cognitive
control | IQ

Universal positive correlations between performance on differ-
ent kinds of task led Spearman (1) to propose that some gen-

eral or g factor contributes to success inall kinds of cognitive activity.
In factor analytic studies, the best single tests of g involve “fluid
intelligence” or novel problem-solving (2). Strong performance in
such tests is predictive of broad success in many different kinds
of cognitive activity, from laboratory tasks to educational and
work achievements.
It remains an open question what cognitive or neural processes

are measured by fluid intelligence tests. One popular hypothesis
(3, 4) links tests of this sort to broad cognitive control functions of
frontal and parietal cortex. Examples might include selective ac-
tivation or bias of cognitive processing (5, 6), detection and use of
cognitive conflict (7), assembly and use of sequential mental
programs (8, 9), and many more. Although conceptions of cog-
nitive control may vary, such control functions undoubtedly are of
importance in many different kinds of behavior, providing a plau-
sible cognitive underpinning for Spearman’s proposal of g.
In human functional brain imaging, a strikingly similar pattern of

activation is produced by many different cognitive demands, in-
cluding increased perceptual difficulty, novelty, response conflict,
workingmemory, episodicmemory, and semantic memory (10–12).
This multiple demand (MD) activity incorporates the lateral pre-
frontal cortex (LPFC) in and around the inferior frontal sulcus
(IFS) and the anterior insula/frontal operculum (AI/FO), the dorsal
anterior cingulate/presupplementary motor area (ACC/pre-SMA),
a small region of the anterior frontal cortex (AFC), and the intra-
parietal sulcus (IPS). In putative monkey homologs of MD regions,
including posterolateral prefrontal cortex, neural activity is shaped
strongly by cognitive context, adapting to codemany different kinds
of task-relevant information. Broad activity in many different kinds
of behavior is a requirement for neural systems linked to g (13, 14),
and, indeed, functional imaging studies show strong MD activity
during fluid intelligence tests (14, 15).

Important though these functional imaging results may be, they
cannot establish whether MD regions have a causal role in sup-
porting fluid intelligence. For this purpose lesion data are critical
(16), but classically they have painted a confusing picture of brain
systems linked to intelligence. Some authors have highlighted
a special role of the frontal cortex (3), whereas others have
claimed, conversely, that intelligence is preserved after frontal
lobe damage (17). Others have reported similar deficits across
frontal and parietal cortex (18). An important recent study showed
correlations with g for lesions in several regions of left frontal and
parietal cortex as well as for damage to major white matter tracts
(19). In this study we examined the specific causal role of MD
regions as defined by functional imaging.
Previous lesion work suffers from a number of potential lim-

itations. One limitation concerns comparisons between coarse
lesion groups (e.g., frontal vs. posterior). The MD hypothesis
predicts deficits associated with specific, quite restricted regions
of frontal and parietal damage. Here, we separated damage
within and outside MD regions separately for patients with frontal,
parietal, and occipitotemporal lesions. A second limitation con-
cerns the link between deficit and specific lesion hotspots. In
voxel-based methods, for example, deficits are separately corre-
lated with damage to each separate voxel in the brain (20). When
performance depends on a complex circuit, however, no one part
of this circuit will be strongly correlated with behavior. Here
we examined the separate and joint effects of damage to the dif-
ferent regions of the MD network. A third difficulty arises from
the wide variation in fluid intelligence already existing in the
normal population. If deficits are not large in comparison with
preexisting variability, absolute performance may be linked only
weakly to lesion location. To offset this difficulty, we used a pre-
diction equation derived from normal controls to estimate pre-
morbid ability in each patient and linked lesion data not to
absolute performance but to estimated ability decrement.
Our results provide clear support for the MD hypothesis. Among

80 patients with stable, focal cerebral lesions, we find loss of fluid
intelligence to be associated specifically with damage toMD regions.

Results
For each patient, current fluid intelligence was measured using
two well-established tests (21, 22). The premorbid score on each
test was estimated from a multiple regression equation, derived
from healthy controls, predicting fluid intelligence score
from patient age and reading vocabulary (23, 24). Each patient’s
lesion was traced onto an anatomical MRI and normalized to
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thresholds (Materials and Methods) did not change the pattern of
results. Although the boundaries we have defined for MD regions
cannot be exact, they perform well in defining regions of damage
most closely linked to fluid intelligence deficit.

Discussion
In contrast to prior lesion studies offluid intelligence (e.g., 3, 25, 26),
we tested the role of a specific, distributed brain circuit. Based on
findings from functional imaging, we predicted deficits from specific
regions of damage in lateral frontal, dorsomedial frontal, and
midparietal cortex. The results showed good convergence of func-
tional imaging and lesion results. Within each of the predicted
regions, volume of damage was predictive of fluid intelligence def-
icit, whereas outside these regions damage was not predictive. Be-
cause human brain lesions are variable and uncontrolled, anat-
omical conclusions from neuropsychological studies often are fairly
coarse. Guided by functional imaging, however, our analysis defines
surprisingly specific regions within frontal and parietal cortex with
a causal role in fluid intelligence.
Certainly, fluid intelligence tests are complex, with alternative

solutions to be developed and assessed, novel strategies to be
considered, and multiple sources of information to be combined.
A variety of cognitive control functions have been linked to frontal
and parietal cortex, and certainly the parts of the MD system are
heterogeneous in terms of cellular architecture, connectivity, and
other factors. Possibly, different MD regions underlie different
cognitive control functions (27, 28), all contributing to fluid in-
telligence; alternatively, individual cognitive control functions
typically may depend on multiple MD regions. Further work is
needed to clarify how the broad concept of fluid intelligence may
be divided usefully into finer cognitive components.
Although g is wellmeasuredby tests offluid intelligence, a second

conventional method—used in tests like the Wechsler Adult In-
telligenceScale (29)—is to averageperformanceonawidevariety of
different subtests. Although the average across subtests may bewell
correlatedwithfluid intelligence andwith g, individual subtests have
specific verbal, spatial, or other content. Correspondingly, factor
analyses of such tests show separate as well as shared variance be-
tween subtests, and different subtests are affected by different pat-
terns of brain damage (30). To the extent that the common element
reflects fluid intelligence, however, our data suggest specific asso-
ciation with MD cortex (19).
Our data go well beyond previous demonstrations of fluid in-

telligence impairment after different cortical lesions (3). They
show that impairment is associated most closely with damage to
a surprisingly restricted frontoparietal system, incorporating the
IFS, AI/FO, AFC, ACC/pre-SMA, and IPS. In line with the broad

cognitive control functions of this circuit, our data show a causal
role in fluid intelligence.

Materials and Methods
Participants. Patients were recruited from the Cambridge Cognitive Neurosci-
enceResearchPanel (Cambridge,UK)(n=70)andfromtheInstituteofCognitive
Neurology ResearchDatabase (Buenos Aires, Argentina) (n= 10). Patientswere
selected for chronic, focal, adult-onset lesions restricted either to frontal or
posterior cortex,of variedetiology (TableS1). Exclusioncriteriawerevisualfield
cut, overt aphasia, preinsult history of epilepsy, or unsuitability for MRI. Mean
age was 51.3 y (SD = 12.9 y). Following common neuropsychological practice,
premorbid IQwas assessedusingeither the revisedNationalAdult ReadingTest
(23) or the equivalent Word Accentuation Test (24), as appropriate for first
language. Mean premorbid IQ was 109.1 (SD = 13.1). Control subjects (n = 33),
recruited from theMedical Research Council Cognition and Brain Sciences Unit
Volunteer Panel, were matched carefully to the patient group for age (mean
age = 48.4 y; SD = 12.9 y) and premorbid IQ (mean = 109.5; SD = 12.3). All par-
ticipants gave written informed consent to take part. The study was approved
by the Cambridge Local Research Ethics Committee, Cambridge, UK.

Neuropsychological Assessment. Patients and control subjects were assessed on
twoproblem-solving testswithpreviously establishedhighg loading: theCattell
Culture Fair (Scale 2 Form A) (21) and Letter Sets from the Educational Testing
ServiceKit ofFactor-ReferencedTests (22). TheCultureFair consistsof four timed
sets of problems (series completions, odd-one-out, matrices, topological rela-
tions) involving geometrical figures. In Letter Sets problems, subjects must de-
terminewhichoffivesetsof four letters differs in someway fromthe remainder.

Estimation of Deficit. Data from controls were used to derive two multiple-
regression equations, one predicting Culture Fair score from age and pre-
morbid IQ, and theother similarly predictingLetter Sets score. These equations
then were used to estimate patient premorbid scores. For each test, the esti-
mated premorbid score was subtracted from the observed score and trans-
formed to a z-score by dividing by the SD of residuals in the relevant control-
group regression. Premorbid/current discrepancies from the two tests were
averaged together to give a single measure of fluid intelligence deficit.

MD Regions.MDregionsweredefinedusingdatafromaprior reviewofactivity
associated with a diverse set of cognitive demands (11), following the kernel
method (31). To ensure symmetrical regions of interest, all peaks from the
original review first were projected onto a single hemisphere. A point was
placed at the location of each peak, and the resulting image was smoothed
(15-mm FWHM) and thresholded at 3.5 times the height of a single peak. The
resulting regions were mirrored onto the opposite hemisphere, producing
bilateral regions in posterior LPFC extending from the posterior part of the
IFS dorsally to the AI/FO ventrally (center of mass inMNI space±38 25 21), AFC
(±21 44–9), IPS (±35–58 41), and ACC/pre-SMA (±6 23 39). To examine the
importance of the specific threshold chosen, analyses were repeated at
thresholds ranging from 1.75 to 4.375 times peak height.

Neuroradiological Assessment. T1-weightedspoiledgradient-recalledMRI scans
(resolution 1× 1× 2mm)wereacquired for all patients. Lesionswere tracedby a
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Montreal Neurological Institute (MNI) space. Only patients with
lesions confined entirely to either frontal or posterior (occipital,
temporal, and parietal) cerebral hemispheres were included. In
MNI space, MD regions were derived from a prior review of
functional activation in a diverse set of tasks (11), and comprised
restricted areas of frontal and parietal cortex (Fig. 1). The dis-
tribution of lesions in our sample (Fig. 1) provided wide brain
coverage both within and outside MD regions. Each patient’s
lesion was analyzed for volume of damage within the a priori-
defined MD circuit as well as for total (whole-brain) lesion vol-
ume. Behavioral deficits (discrepancy between measured post-
morbid and estimated premorbid scores) were correlated against
these lesion characteristics and are reported with Pearson’s r and
accompanying one-tailed P value.
Our first question concerned the overall relation between fluid

intelligence deficit and total volume of damage within the MD
circuit. In the patient group as a whole (n= 80), fluid intelligence
deficit was significantly correlated with total volume of MD lesion
(r=−0.47;P< 0.001) (Fig. 2). A specific role forMDcortex would
imply that this correlation should remain significant even when
total lesion volume is partialled out. This result would show that,
for fixed total lesion volume, deficit increases with increasing MD
and decreasing non-MD tissue damage. Indeed, the correlation
with MD lesion volume remained significant after partialling out
whole-brain lesion volume (r = −0.32; P = 0.002).
A series of further analyses was conducted to clarify the basis

for this result. First, we classified patients into three groups
according to whether their lesion affected the frontal (n = 44),
parietal (n= 9), or occipitotemporal (n= 22) lobe. Patients with
lesions affecting more than one lobe were excluded from this
analysis. We then carried out an analysis of covariance on be-
havioral deficit scores in the three groups, covarying lesion vol-
ume. This analysis revealed a significant difference between
groups (F2,72 = 3.36; P = 0.040). Post hoc pairwise analyses
revealed that the group difference was driven by preserved
performance in the group with occipitotemporal lesions (no MD
damage) relative to the group with frontal lesions (P = 0.012).
Performance in the group with parietal lesions was intermediate.
Next, we used multiple regressions to assess the prediction of

fluid intelligence deficit from volumes of damage within and
outside MD regions in each group separately. In the group with

frontal lesions (n = 44), only MD lesion volume was retained as
a significant predictor (r = −0.40; P = 0.004) (Fig. 3A). The
correlation between behavioral deficit and MD lesion volume
also remained significant if non-MD lesion volume was first
partialled out (r = −0.27; P = 0.037). The same was true of the
smaller group with parietal lesions (n = 9). Only the extent of
MD damage was retained as a significant predictor (r = −0.63;
P = 0.035) (Fig. 3B), and the correlation remained significant
when non-MD lesion volume was partialled out (r = −0.65; P =
0.042). In the group with occipitotemporal lesions (n = 22), in
which there was no MD damage, lesion volume was not corre-
lated with behavioral deficit (r = 0.05; P = 0.41) (Fig. 3C).
A further analysis estimated themagnitudeof IQdeficit afterMD

damage compared with non-MD damage within the frontal lobe.
For one of our tests—the Cattell Culture Fair—norms allow test
scores to be transformed into conventional IQ scores (21). Using
this test alone, we carried out a multiple regression predicting IQ
deficit (measured postmorbid IQ minus estimated premorbid IQ)
from volumes ofMD and non-MDdamage in the group of patients
with frontal lesions. Themultiple regression was significant (F2,42 =
4.44; P = 0.018), and, as before, the extent of MD damage was
a significant predictor of IQ deficit after the extent of non-MD
damage was partialled out (t43 = −1.77; P = 0.042), whereas the
converse partial correlation was not significant (t43 = −1.35; P =
0.092). Regression slopes show that, after partialling out the con-
tribution of non-MDdamage, 10 cm3 of frontalMDdamage causes
a deficit of 6.4 IQ points, compared with 0.8 IQ points for each
10 cm3 of frontal cortex outside the MD network in the converse
comparison. A similar result was obtained when data from all
patients with frontal and posterior lesions were included in the re-
gression (6.5 IQpoints forMDdamagecomparedwith 1.0 IQpoints
for non-MD damage).
Finally, we tested the contribution of each MD region in-

dividually. For each region, correlation with the fluid intelligence
deficit was tested afterfirst partialling out the correlationwith each
of the other three MD regions and non-MD lesion volume. This
analysis tests whether damage to each MD region contributes in-
dividually to the prediction of fluid intelligence loss after the effect
of all of the other regions and non-MDvolume has been taken into
account. The partial correlations were significant for the LPFC
(r = −0.31; P = 0.004), ACC/pre-SMA (r = −0.33; P = 0.002),
AFC (r = −0.32; P = 0.003), and IPS (r = −0.29; P = 0.005)
regions, suggesting that each of the MD regions made a unique
contribution to fluid intelligence loss.
MD regions were defined by applying an arbitrary threshold to

a previous set of functional imaging data derived fromawide range
of tasks (Materials and Methods). The threshold was chosen to
match typical functional activations on tasks designed to test fluid
intelligence. Repeating our analyses using a range of different
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• Les enfants dont les scores de QI sont les 
plus élevés débutent avec un cortex 
cérébral moins épais. 

• Leur cortex s'épaissit vers l'âge de 12 ans 
avant de connaître la même régression que 
leurs compagnons d'intelligence moyenne
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6. Origine des différences 
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• Chez les vrais jumeaux on ne peut pas exclure 
l’importance des facteurs d’environnement 
maternel pré et post-natals

• L’influence des gènes est peut-être surestimée
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A common assumption is that the sequences of the genomes 
of monozygotic twins are almost identical1. However, there 
is a paucity of studies characterizing genomic differences 

between these twins1–5. The average number of differences between 
the genomes of monozygotic twins is not known. Furthermore,  
the types of mutations leading to these differences and their  
timing are unknown. When DNA isolated from the blood of 
monozygotic twins is sequenced and compared, some of the differ-
ences seen may be due to somatic mutations in blood cells or their  
precursors. Such mutations are more likely to be in a detectable 
quantity with the increasing age of the twins due to clonal hemato-
poiesis6 (Fig. 1).

To track mutations that separate monozygotic twins, it is impor-
tant to take advantage of what we know about the earliest stages 
of human development. During the first week, the zygote divides 
several times to form a mass of approximately 16 cells called the 
morula, which is contained within a glycoprotein shell called the 
zona pellucida7. At the end of the first week, the embryo hatches 
from the zona pellucida, implants into the uterine lining and forms 
the blastocyst, a fluid-filled cyst with a lining of cells that covers a 
portion of its inner wall. These cells are termed the inner cell mass 
and give rise to the individual or two individuals in the case of iden-
tical twins7–9. At 1–2 weeks after blastocyst formation, a set of cells 
in the embryo are slated to become germ cells (primordial germ cell 
specification (PGCS))10.

We set out to time the mutations that separate monozygotic 
twins, for example, mutations specific to one twin that must have 
occurred after the initial formation of the zygote. These postzygotic 
mutations accumulate from early development throughout life11,12. 
To refine the timing of postzygotic mutations, we determined 
whether or not these mutations were transmitted to the offspring of 

the twins13–18. Postzygotic mutations present in both the germ and 
somatic cells of twins most likely occurred during early develop-
ment or, more specifically, before PGCS (Fig. 1). The presence of 
transmitted mutations in the somatic tissues of the transmitting 
parent have been used to detect and time postzygotic mutations13–19. 
However, these approaches have limited power when a postzygotic 
mutation is present at a high frequency.

To estimate the number and timing of mutations differing 
between monozygotic twins, we searched for postzygotic mutations 
present in the somatic tissue of one of the twins but not the other 
and timed them by comparing whole-genome sequencing (WGS) 
data from monozygotic twins, their offspring, spouses and parents. 
In addition, to allow us to probe the differences between mono-
zygotic twins, this approach provides some insights into the earliest 
events during embryonic development. These early develop mental 
mutations allowed us to characterize the fate of mutated cells and 
their descendants during early development and demonstrate the 
stochastic component of cell allocation during the earliest phases 
of human development. The sharing of early developmental muta-
tions by twins allowed us to divide twin pairs into two groups, 
one where both twins were formed from the same cell lineages of 
the pre-twinning cell population and the other where they were 
not. Primarily, this analysis allowed us to determine the number 
of mutations that separate monozygotic twins, their type and the  
timing of their occurrence.

Results
Genomic differences between monozygotic twins. We first esti-
mated the number of discordant postzygotic mutations in pairs 
of monozygotic twins (381 twin pairs; 2 triplets) by comparing 
sequence variation in somatic tissues (1 adipose, 204 buccal and  
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the types of mutations leading to these differences and their  
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ences seen may be due to somatic mutations in blood cells or their  
precursors. Such mutations are more likely to be in a detectable 
quantity with the increasing age of the twins due to clonal hemato-
poiesis6 (Fig. 1).
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several times to form a mass of approximately 16 cells called the 
morula, which is contained within a glycoprotein shell called the 
zona pellucida7. At the end of the first week, the embryo hatches 
from the zona pellucida, implants into the uterine lining and forms 
the blastocyst, a fluid-filled cyst with a lining of cells that covers a 
portion of its inner wall. These cells are termed the inner cell mass 
and give rise to the individual or two individuals in the case of iden-
tical twins7–9. At 1–2 weeks after blastocyst formation, a set of cells 
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the twins13–18. Postzygotic mutations present in both the germ and 
somatic cells of twins most likely occurred during early develop-
ment or, more specifically, before PGCS (Fig. 1). The presence of 
transmitted mutations in the somatic tissues of the transmitting 
parent have been used to detect and time postzygotic mutations13–19. 
However, these approaches have limited power when a postzygotic 
mutation is present at a high frequency.

To estimate the number and timing of mutations differing 
between monozygotic twins, we searched for postzygotic mutations 
present in the somatic tissue of one of the twins but not the other 
and timed them by comparing whole-genome sequencing (WGS) 
data from monozygotic twins, their offspring, spouses and parents. 
In addition, to allow us to probe the differences between mono-
zygotic twins, this approach provides some insights into the earliest 
events during embryonic development. These early develop mental 
mutations allowed us to characterize the fate of mutated cells and 
their descendants during early development and demonstrate the 
stochastic component of cell allocation during the earliest phases 
of human development. The sharing of early developmental muta-
tions by twins allowed us to divide twin pairs into two groups, 
one where both twins were formed from the same cell lineages of 
the pre-twinning cell population and the other where they were 
not. Primarily, this analysis allowed us to determine the number 
of mutations that separate monozygotic twins, their type and the  
timing of their occurrence.

Results
Genomic differences between monozygotic twins. We first esti-
mated the number of discordant postzygotic mutations in pairs 
of monozygotic twins (381 twin pairs; 2 triplets) by comparing 
sequence variation in somatic tissues (1 adipose, 204 buccal and  

Differences between germline genomes of 
monozygotic twins
Hakon Jonsson! !1�ᅒ, Erna Magnusdottir! !2, Hannes P. Eggertsson! !1, Olafur A. Stefansson1, 
Gudny A. Arnadottir! !1, Ogmundur Eiriksson1, Florian Zink1, Einar A. Helgason1, Ingileif Jonsdottir! !1,  
Arnaldur Gylfason1, Adalbjorg Jonasdottir1, Aslaug Jonasdottir1, Doruk Beyter1, Thora Steingrimsdottir2,  
Gudmundur L. Norddahl1, Olafur Th. Magnusson1, Gisli Masson1, Bjarni V. Halldorsson! !1,3, 
Unnur Thorsteinsdottir1,2, Agnar Helgason! !1,4, Patrick Sulem! !1, Daniel F. Gudbjartsson! !1,5�ᅒ and 
Kari Stefansson! !1,2�ᅒ
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15% of monozygotic twins have a substantial number of these early developmental mutations specific to one of them. Using the 
parents and offspring of twins, we identified pre-twinning mutations. We observed instances where a twin was formed from a 
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A common assumption is that the sequences of the genomes 
of monozygotic twins are almost identical1. However, there 
is a paucity of studies characterizing genomic differences 

between these twins1–5. The average number of differences between 
the genomes of monozygotic twins is not known. Furthermore,  
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timing are unknown. When DNA isolated from the blood of 
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precursors. Such mutations are more likely to be in a detectable 
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poiesis6 (Fig. 1).
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present in the somatic tissue of one of the twins but not the other 
and timed them by comparing whole-genome sequencing (WGS) 
data from monozygotic twins, their offspring, spouses and parents. 
In addition, to allow us to probe the differences between mono-
zygotic twins, this approach provides some insights into the earliest 
events during embryonic development. These early develop mental 
mutations allowed us to characterize the fate of mutated cells and 
their descendants during early development and demonstrate the 
stochastic component of cell allocation during the earliest phases 
of human development. The sharing of early developmental muta-
tions by twins allowed us to divide twin pairs into two groups, 
one where both twins were formed from the same cell lineages of 
the pre-twinning cell population and the other where they were 
not. Primarily, this analysis allowed us to determine the number 
of mutations that separate monozygotic twins, their type and the  
timing of their occurrence.

Results
Genomic differences between monozygotic twins. We first esti-
mated the number of discordant postzygotic mutations in pairs 
of monozygotic twins (381 twin pairs; 2 triplets) by comparing 
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• Mais une étude récente suggère aussi que l’influence des gènes est 

peut-être sous-estimée…



Rôle du milieu

- Facteurs physiologiques (nutrition, hygiène,…) :
déterminants pour le développement de l'enfant

Environnement d'un individu : facteurs de
nature physiologique et psychologique

- Facteurs psychologiques : stimulations sensori-
motrices, linguistiques, affectives, sociales, attitude
parentale, niveau socio-économique, origine sociale
des parents

3. La mesure de l’intelligence
4. Une ou des intelligences
5. Les corrélats neurologiques de l’intelligence
6. Origine des différences individuelles



Rôle du milieu

3. La mesure de l’intelligence
4. Une ou des intelligences
5. Les corrélats neurologiques de l’intelligence
6. Origine des différences individuelles

« Donnez-moi une douzaine d’enfants en bonne santé et de bonne 
constitution et un monde bien à moi pour les élever, et je vous 
garantis que si j’en prends un au hasard et que je le forme, j’en ferai 
un expert en n’importe quel domaine de mon choix — médecin, avocat, 
marchand, patron et même mendiant ou voleur, indépendamment de 
ses talents, de ses penchants, tendances, aptitudes, vocation ou 
origines raciales » John Watson, (1924). Behaviorism, New York : 
Norton.
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Abstract Working memory (WM), the ability to store and
manipulate information for short periods of time, is an impor-
tant predictor of scholastic aptitude and a critical bottleneck
underlying higher-order cognitive processes, including con-
trolled attention and reasoning. Recent interventions targeting
WM have suggested plasticity of the WM system by demon-
strating improvements in both trained and untrained WM
tasks. However, evidence on transfer of improved WM into
more general cognitive domains such as fluid intelligence (Gf)
has been more equivocal. Therefore, we conducted a meta-
analysis focusing on one specific training program, n-back.
We searched PubMed and Google Scholar for all n-back
training studies with Gf outcome measures, a control group,
and healthy participants between 18 and 50 years of age. In
total, we included 20 studies in our analyses that met our
criteria and found a small but significant positive effect of n-
back training on improving Gf. Several factors that moderate
this transfer are identified and discussed. We conclude that
short-term cognitive training on the order of weeks can result
in beneficial effects in important cognitive functions as mea-
sured by laboratory tests.

Keywords Cognitive training . Transfer . Plasticity

Introduction

"It is becoming very clear that training on working memory
with the goal of trying to increase Gf will likely not succeed."
(Harrison, Shipstead, Hicks, Hambrick, Redick, & Engle,
2013, p. 2418)

The cognitive training literature has seen an explosion of
recent interest in exploring the claim that gains in working
memory (WM) training might transfer to gains in measures of
fluid intelligence (Gf). If true, the implications for academic,
professional, and personal success are considerable
(Gottfredson, 1997). Despite many promising studies (e.g.,
Jaeggi, Buschkuehl, Jonides, & Perrig, 2008; Rudebeck, Bor,
Ormond, O'Reilly, & Lee, 2012; Stephenson & Halpern,
2013), the aforementioned quote reflects results from other
well-controlled, rigorous attempts at replication that have
failed to find transfer (Redick et al., 2013; Thompson et al.,
2013). Thus, the debate continues without consensus.
However, disparate replication results may be the product of
disparate conditions, some of which facilitate transfer and
others of which impede it. Without careful consideration of
these conditions, any categorical claim about positive or neg-
ative impacts is premature (Jaeggi, Buschkuehl, Shah, &
Jonides, 2014). Therefore, we conducted a systematic meta-
analysis of the entire extant literature in order to estimate an
overall average effect size and to explore moderators associ-
ated with deviations from the overall average.

The debate over the malleability of intelligence is deeply
rooted in the history of psychology, stemming as far back as
the late 19th century, when Francis Galton promoted his views
on the strict heritability of intelligence (Galton, 1892). Despite
popular critics such as Alfred Binet (1909), forefather of
modern IQ testing, research over the next few decades brought
on a zeitgeist of determinism that pervaded popular scientific
thought, borne out by work on developmental critical periods
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This study examined the long-standing question of whether a
person’s position among siblings has a lasting impact on that per-
son’s life course. Empirical research on the relation between birth
order and intelligence has convincingly documented that perfor-
mances on psychometric intelligence tests decline slightly from
firstborns to later-borns. By contrast, the search for birth-order
effects on personality has not yet resulted in conclusive findings.
We used data from three large national panels from the United
States (n = 5,240), Great Britain (n = 4,489), and Germany (n =
10,457) to resolve this open research question. This database
allowed us to identify even very small effects of birth order on
personality with sufficiently high statistical power and to investi-
gate whether effects emerge across different samples. We further-
more used two different analytical strategies by comparing siblings
with different birth-order positions (i) within the same family
(within-family design) and (ii) between different families (between-
family design). In our analyses, we confirmed the expected birth-
order effect on intelligence. We also observed a significant decline
of a 10th of a SD in self-reported intellect with increasing birth-order
position, and this effect persisted after controlling for objectively mea-
sured intelligence. Most important, however, we consistently found
no birth-order effects on extraversion, emotional stability, agreeable-
ness, conscientiousness, or imagination. On the basis of the high sta-
tistical power and the consistent results across samples and analytical
designs, we must conclude that birth order does not have a lasting
effect on broad personality traits outside of the intellectual domain.

birth order | personality | Big Five | within-family analyses | siblings

Does a person’s position among siblings have a lasting impact on
that person’s life course? This question has fascinated both the

scientific community and the general public for >100 y. In 1874,
Francis Galton—the youngest of nine siblings—analyzed a sample
of English scientists to find that firstborns were overrepresented (1).
He suspected that eldest sons enjoy special treatment by their
parents, allowing them to thrive intellectually. Half a century later,
Alfred Adler, the second of six children, extended the psychology of
birth order to personality traits (2). From his point of view, first-
borns were privileged, but also burdened by feelings of excessive
responsibility and a fear of dethronement and were thus prone to
score high on neuroticism. Conversely, he expected later-borns,
overindulged by their parents, to lack social empathy.
Since then, empirical research on the relationship between

birth order and intelligence has convincingly documented that
performances in psychometric intelligence tests decline slightly
from firstborns to later-borns (3), an effect that has been shown
repeatedly (4–6) and its underlying causes investigated in depth
(7, 8) to date. By contrast, the search for birth-order effects on
personality has resulted in a vast body of inconsistent findings, as
documented by reviews in the 1970s and 1980s (9, 10).
Nearly 70 y after Adler’s observations, Frank Sulloway re-

vitalized the scientific debate by proposing his Family Niche
Theory of birth-order effects in 1996 (11). On the basis of evo-
lutionary considerations, he argued that adapting to divergent
roles within the family system reduces competition and facilitates
cooperation, potentially enhancing a sibship’s fitness—thus, sib-
lings are like Darwin’s finches (12). Birth order reflects disparities in
age, size, and power and should therefore determine the niches that
siblings occupy within the family system. These specific adaptations

to family dynamics are assumed to translate into stable personality
differences between siblings that depend on birth order and can be
expressed in terms of the Big Five personality traits, the standard
taxonomy in psychology (13), consisting of the five broad dimen-
sions: extraversion, emotional stability, agreeableness, conscien-
tiousness, and openness to experience.
According to Sulloway’s theory, firstborns, who are physically

superior to their siblings at a young age, are more likely to show
dominant behavior and therefore become less agreeable. Later-
borns, searching for other ways to assert themselves, tend to rely
on social support and become more sociable and thus more ex-
traverted.* Siblings compete for scarce resources, and parental
favor can be a crucial part of survival. Firstborns try to please
their parents by acting as surrogate parents for their siblings, a
behavior that can increase conscientiousness. Predictions for
imagination and intellect, both subdimensions of the Big Five
trait openness to experience (14), tend to differ. Later-borns are
constrained to finding an unoccupied family niche through ex-
ploration and therefore score higher on imagination. Firstborns
perform better on psychometric intelligence tests and corre-
spondingly score higher on intellect, a self-reported trait correlated
with objectively measured intelligence (15). Finally, no birth-order
effects on overall emotional stability were assumed (12). However,
for specific emotional stability items, Sulloway (15) had predicted
firstborns to be more anxious and quicker to anger, and later-borns
to be more depressed, vulnerable, self-conscious, and impulsive.

Significance

The question of whether a person’s position among siblings has
a lasting impact on that person’s life course has fascinated both
the scientific community and the general public for >100 years.
By combining large datasets from three national panels, we
confirmed the effect that firstborns score higher on objectively
measured intelligence and additionally found a similar effect on
self-reported intellect. However, we found no birth-order effects
on extraversion, emotional stability, agreeableness, conscien-
tiousness, or imagination. This finding contradicts lay beliefs and
prominent scientific theories alike and indicates that the devel-
opment of personality is less determined by the role within the
family of origin than previously thought.
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*Sulloway postulated an opposing effect of birth order on dominance as a facet of
extraversion (15). However, because the extraversion items in the questionnaires used
in this study did not include the dominance facet, we were unable to test this
additional hypothesis.
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no support for the notion that birth-order effects on personality
would be more visible in male sibships.
Finally, following the claim by Healey and Ellis (33) that se-

lecting siblings with an age gap ranging from 1.5 to 5 y provides a
better test of birth-order effects, we limited our analyses to sibships
in which all age gaps between consecutive siblings fell within this
range. Even though the sample sizes were still high in comparison
with earlier studies—with >1,600 individuals in the within-family
analyses and >5,600 individuals in the between-family analyses—
we again found effects on only intelligence and openness, the latter
completely attributable to the subdimension intellect (Table S10).
All in all, we did not find any effect of birth order on extra-

version, emotional stability, agreeableness, conscientiousness, or
imagination, a subdimension of openness. There was a small, but
significant, decline in self-reported intellect, a second subdimen-
sion of openness. The effect on intellect persisted after controlling
for IQ scores, indicating that there is a genuine birth-order effect
on intellect that goes beyond objectively measured intelligence
and can be observed in adults.† Zajonc and Markus (7) proposed
that older siblings profit intellectually from being “teachers” to
their younger siblings—a process that might also account for dif-
ferences in intellectual self-concept and -estimation when children
internalize their roles as “teachers” or “students.” Social com-
parison (34) among siblings during childhood and adolescence
might be another process that specifically contributes to differ-
ences in self-estimated intelligence: Individuals may evaluate their
own intellectual abilities in relation to their siblings—and this

evaluation may lead to favorable outcomes for firstborn children
because of their developmental advantage. This comparison could
cause a stable bias in self-estimations of intelligence, with later-
born children slightly underestimating and firstborn children
slightly overestimating their actual cognitive abilities. These ideas
are compatible with a competitive niche partitioning theory within
the family, where role differentiations and shared beliefs might
lead to birth-order effects on self-rated intellect that go beyond
objectively measured intelligence (11, 12). Another interesting
issue supporting partially independent determinants of effects on
IQ scores and intellect is the finding that increasing sibship size
negatively influences only IQ scores, but not intellect (Table S2).
It remains a promising issue for future research to disentangle
common and unique sources that influence self-estimated and
objectively measured intelligence within the family system.
Our results emerged consistently in all three panels included

in this study—i.e., they were replicated across three different
nations, across different measures of personality and intelligence,
and by assessing individuals in early adulthood (NLSY), at age 50
(NCDS), and across the whole life span (SOEP). Furthermore,
results were unaffected by the choice of analytical strategy,
emerged consistently in the between- and within-family analyses
and for both sexes, and were corroborated by the results of several
control analyses. On a methodological note, the consistent effects
found for intellect demonstrate that, not only IQ measures, but
brief self-report measures are also generally sensitive to detecting
birth-order effects when such effects indeed exist.
Thanks to our large sample size, we achieved a power of 95% with

which to detect a mean difference as subtle as 5% of a SD between
first- and later-borns in our between-family analyses of personality.
Furthermore, a post hoc analysis revealed that we achieved a power
of >99% with which to detect effects in the size of the typical IQ
score difference of 1.5 points between first- and later-borns.
With regard to the high power and the consistent pattern of

results, we must conclude that birth order does not have a
meaningful and lasting effect on four of five of the broad per-
sonality domains and only partly on the fifth. Thus, with the
exception of intellect, the central predictions of the Family Niche

Fig. 2. Effects of birth-order position and sibship size on personality and intelligence. Predicted mean scores from fixed-effects regressions and 95% con-
fidence intervals are displayed for intelligence (A) and personality (B–H) depending on sibship size and birth-order position in the combined within-family
sample that included the NLSY and SOEP participants. Birth-order effects were significant for intelligence and intellect (Table 1). (B–H) Personality traits were
as follows: extraversion (B), emotional stability (C), agreeableness (D), conscientiousness (E), openness to experience (F), imagination (G), and intellect (H).

†Parental age might be a potential confounding variable that is causing the effects on in-
telligence and intellect. For example, a higher paternal age at conception carries the risk of a
higher number of new genetic mutations that might lower intelligence in later-borns. As-
suming this kind of process, one would expect that spurious birth-order effects caused by
differences in parental age would become larger with increasing age gaps between siblings.
We tested this possibility by including the difference in age between the target person and
firstborn as an additional predictor in our between- and within-family analyses of intelli-
gence and intellect. Age differences did not significantly explain any variance above and
beyond birth-order position in any of these four analyses (all P > 0.52). This result suggests
that parental age is not the driving force behind the effects on intelligence and intellect.
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no support for the notion that birth-order effects on personality
would be more visible in male sibships.
Finally, following the claim by Healey and Ellis (33) that se-

lecting siblings with an age gap ranging from 1.5 to 5 y provides a
better test of birth-order effects, we limited our analyses to sibships
in which all age gaps between consecutive siblings fell within this
range. Even though the sample sizes were still high in comparison
with earlier studies—with >1,600 individuals in the within-family
analyses and >5,600 individuals in the between-family analyses—
we again found effects on only intelligence and openness, the latter
completely attributable to the subdimension intellect (Table S10).
All in all, we did not find any effect of birth order on extra-

version, emotional stability, agreeableness, conscientiousness, or
imagination, a subdimension of openness. There was a small, but
significant, decline in self-reported intellect, a second subdimen-
sion of openness. The effect on intellect persisted after controlling
for IQ scores, indicating that there is a genuine birth-order effect
on intellect that goes beyond objectively measured intelligence
and can be observed in adults.† Zajonc and Markus (7) proposed
that older siblings profit intellectually from being “teachers” to
their younger siblings—a process that might also account for dif-
ferences in intellectual self-concept and -estimation when children
internalize their roles as “teachers” or “students.” Social com-
parison (34) among siblings during childhood and adolescence
might be another process that specifically contributes to differ-
ences in self-estimated intelligence: Individuals may evaluate their
own intellectual abilities in relation to their siblings—and this

evaluation may lead to favorable outcomes for firstborn children
because of their developmental advantage. This comparison could
cause a stable bias in self-estimations of intelligence, with later-
born children slightly underestimating and firstborn children
slightly overestimating their actual cognitive abilities. These ideas
are compatible with a competitive niche partitioning theory within
the family, where role differentiations and shared beliefs might
lead to birth-order effects on self-rated intellect that go beyond
objectively measured intelligence (11, 12). Another interesting
issue supporting partially independent determinants of effects on
IQ scores and intellect is the finding that increasing sibship size
negatively influences only IQ scores, but not intellect (Table S2).
It remains a promising issue for future research to disentangle
common and unique sources that influence self-estimated and
objectively measured intelligence within the family system.
Our results emerged consistently in all three panels included

in this study—i.e., they were replicated across three different
nations, across different measures of personality and intelligence,
and by assessing individuals in early adulthood (NLSY), at age 50
(NCDS), and across the whole life span (SOEP). Furthermore,
results were unaffected by the choice of analytical strategy,
emerged consistently in the between- and within-family analyses
and for both sexes, and were corroborated by the results of several
control analyses. On a methodological note, the consistent effects
found for intellect demonstrate that, not only IQ measures, but
brief self-report measures are also generally sensitive to detecting
birth-order effects when such effects indeed exist.
Thanks to our large sample size, we achieved a power of 95% with

which to detect a mean difference as subtle as 5% of a SD between
first- and later-borns in our between-family analyses of personality.
Furthermore, a post hoc analysis revealed that we achieved a power
of >99% with which to detect effects in the size of the typical IQ
score difference of 1.5 points between first- and later-borns.
With regard to the high power and the consistent pattern of

results, we must conclude that birth order does not have a
meaningful and lasting effect on four of five of the broad per-
sonality domains and only partly on the fifth. Thus, with the
exception of intellect, the central predictions of the Family Niche

Fig. 2. Effects of birth-order position and sibship size on personality and intelligence. Predicted mean scores from fixed-effects regressions and 95% con-
fidence intervals are displayed for intelligence (A) and personality (B–H) depending on sibship size and birth-order position in the combined within-family
sample that included the NLSY and SOEP participants. Birth-order effects were significant for intelligence and intellect (Table 1). (B–H) Personality traits were
as follows: extraversion (B), emotional stability (C), agreeableness (D), conscientiousness (E), openness to experience (F), imagination (G), and intellect (H).

†Parental age might be a potential confounding variable that is causing the effects on in-
telligence and intellect. For example, a higher paternal age at conception carries the risk of a
higher number of new genetic mutations that might lower intelligence in later-borns. As-
suming this kind of process, one would expect that spurious birth-order effects caused by
differences in parental age would become larger with increasing age gaps between siblings.
We tested this possibility by including the difference in age between the target person and
firstborn as an additional predictor in our between- and within-family analyses of intelli-
gence and intellect. Age differences did not significantly explain any variance above and
beyond birth-order position in any of these four analyses (all P > 0.52). This result suggests
that parental age is not the driving force behind the effects on intelligence and intellect.
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- Hérédité et milieu interviennent 
conjointement dans le développement des 
aptitudes intellectuelles. Ces facteurs agissent 
en interaction 

L'approche interactionniste fait l'unanimité

4. Une ou des intelligences
5. Les corrélats neurologiques de l’intelligence
6. Origine des différences individuelles



• L’héritabilité d’un trait quelconque, tel 
que l’intelligence, correspond à la 
proportion des scores d’évaluation de ce 
trait, inhérente aux facteurs génétiques.
– Différentes études suggèrent qu’environ 50% 

de la variance des scores serait d’origine 
génétique

Hérédité et QI



4. Une ou des intelligences
5. Les corrélats neurologiques de l’intelligence
6. Origine des différences individuelles


